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The Argentine banking  

and exchange crisis of 2001:  

can we learn something  

new about financial crises? 

1. INTRODUCTION 

After more than ten years under a Currency Board regime that 
was successful in abating inflation and ensuring macroeconomic 
and financial stability, in January 2002, Argentina abandoned the 
“Convertibilidad” and moved to a floating exchange rate regime, 
in the middle of the probably most deep economic, political and 
institutional crisis experienced by the country in years. 

In terms of its magnitude, broadness and dynamics this crisis 
seems to be a quite different phenomenon from the Tequila crisis 
of 1995 or that experienced by Argentina during the 1980’s. It is 
an impressive thing, however, that while abundant ex post analy-
sis has given evidence that Argentina was apparently under an 
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unstable path of stagnated output, increasing external indebtness 
and scarce external financing since early 1999, it was not until 
mid 2001 that multilateral financing organizations as well exter-
nal and domestic informed investors recognized that the country 
was in big trouble, trapped on a vicious circle of stagnation and 
lack of financing. 

An also striking feature of the 2001 Argentine crisis is the ap-
parent strength of the Argentine Financial System at the time the 
crisis unchained. After the adoption of the “Convertibilidad” in 
1991, Argentina implemented a deep financial reform including a 
financial liberalization, in particular after the Tequila crisis of 
1995. At the same time, strong prudential regulations were intro-
duced, putting the Financial System regulations in line to Basle 
recommendations.  

The country benefited from those reforms, being nearly im-
mune to financial contagion during the Asian crisis. There were, 
however, hidden potential solvency risks at the financial sector, 
associated to the high dollarization of private sector bank debt 
and the increasing reliance of the public sector in bank financing. 
A real depreciation of the currency and /or a loose of access of the 
government to external financing could undermine the quality of 
banks assets.  

Different explanations have been recently offered about the 
roots of this event and its particular dynamics. In general all of 
them agree in viewing the crisis as a very complex phenomenon 
impossible to be understood as generated by a unique cause. Ac-
cording to Perry and Serven (2002), Argentina began to face a se-
vere problem of overvaluation of the currency since 1998 after 
being hit by several external shocks. Since then the country au-
thorities faced a hard policy dilemma: to allow for a nominal de-
valuation in order to let the real exchange rate move towards a 
new equilibrium level, at the expense of a severe bank insolvency 
problem due to the high dollarization of banks portfolios, or to 
keep the currency board intact and let the economy adjust 
through a painful deflationary process. They emphasize that the 
roots of this dilemma lie on a structural problem of the Argentine 
economy: while from the point of view of the real economy, i.e. its 
trade structure, a peg to the dollar was clearly inconvenient, due 
to a long story of high inflation, hyperinflation and deposits freez-
ing there was a high preference for the dollar as a store of value.  

Hausmann and Velasco (2002) put special emphasis on the 
growth trap in which the economy was caught due in great extent 
to the inflexibilities of the Argentine “Convertibilidad” to respond 
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to large shocks as to which emerging economies are frequently 
subject. They also stress the role played by banks balance sheet 
dollarization in amplifying the potential negative effects of a de-
valuation on economic activity as crucial factor explaining the re-
luctance of the government to introduce changes in the monetary 
regime to allow for a relative prices correction to avoid an unsus-
tainable overvaluation of the currency.  

In a recent paper, Galeani, Heymann and Tomassi (2002) put 
emphasis on the crucial and at the same time paradoxical role 
played by the “Convertiblidad” scheme. On the one hand that it 
worked as a kind of basic framework facilitating the construction 
of a system of contracts. This framework made possible an 
enlargement of consumption and investment opportunities. Due 
to macroeconomic instability, Argentina lacked for years of any 
financing for investment and growth. On the other hand, while 
allowing for an apparent change in the growth trend of Argen-
tina, the impressive results of the “Convertibilidad” regime rein-
forced the perception that it had driven a permanent rather than 
a temporary change in real wealth. They argue that under this 
expectations, contracts were extremely vulnerable to external 
shocks that could lower future real income paths, since they were 
built contingent on excessively optimistic perceptions of the fu-
ture performance of the economy. The fact that an increasing 
number of dollar denominated contracts were written over time 
increased the exit costs of the currency board. According to their 
view, this could explain why the successive economic authorities 
under different administrations decided to “double their bet” in 
the “Convertibilidad” scheme.  

The strategy we adopt here to study the nature of the banking 
crisis of 2001 is to analyze the behavior of daily changes in indi-
vidual bank’s deposits. Our idea is that this dynamics can provide 
rich information about the way in which economic agents’ expec-
tations reacted to incoming relevant information about the state 
of the economy and as well as policy and market responses to 
these news. Thus, we believe that by assessing this dynamics we 
would be able to disentangle the relevant factors driving the 
banking and currency crisis: To what extent the run was caused 
by the perception of depositors of an increasing aggregate risk 
rather than a run on a particular kind of banks, probably more 
exposed to currency risk than others because of the composition 
of their balance sheets or because of their ownership (being for-
eign banks probably perceived less vulnerable than domestic). We 
also want to determine if those banks that were large lenders of 
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the Argentine government were subject to a more intense with-
drawal than others.  

The paper is organized as follows: In section 2 we review the 
literature on banking crisis and in section 3 we briefly describe 
the main features of the banking crisis during the different sub-
periods we have identified. In section 4 we describe the model to 
be estimated and present the econometric results. Section 5 con-
cludes. 

2. BANK PANICS IN THE LITERATURE 

A considerable amount of theoretical and empirical research has 
been devoted to explain the phenomenon of bank panics.1 Most 
of the theoretical developments on this field ground on the semi-
nal paper of Diamond and Dybvig (1983) and Bryant. These au-
thors model banking crises as random self-fulfilling processes in 
which individual liquidity needs are fed by a kind of mispercep-
tion of economic agents about other agents’ needs, which can 
eventually lead to a bad equilibrium in which everybody run on 
banks.  

An alternative theoretical for bank panics is that they unchain 
because of an increase on aggregate risk. Models in this vein were 
developed by Wallace (1988, 1990), Jacklin and Bhattacharya 
(1988), Chari and Jagannathan (1988) and Hellwig (1994). Re-
cently, Chang and Velasco (2000, 2001) and Kawamura (2002) 
have extended this argument to an small open economy facing 
“financial illiquidity” as a possible explanation for recent interna-
tional crisis as those of Asia in 1997 or Brazil in 1999.  

A paper developed by Allen and Gale (1998) is particularly ap-
pealing for the Argentine ongoing crisis. In their model bank 
runs are the natural response of economic agents to an increase 
on aggregate risk due to a reduction on firms’ asset value because 
of, for example, a downturn in economic activity. In this sense, 
the anticipation by a leading indicator of an imminent recession 
induces to a deposit withdrawal as a response to an expected fall 
in firms’ asset prices, deteriorating bank’s portfolios. Thus, bank 
panics are caused by a solvency rather than a liquidity problem. A 
strong result is that bank runs can be optimal in the sense that 
they produce a first best risk sharing allocation. Thus, their paper 
 

1 For a detailed and good discussion on the main developments in this field 
see Freixas and Rochet (1998) Chapter 7. 
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suggests that for some type of bank runs no government inter-
vention could be the best policy.  

Ennis (2002) has recently showed that bank runs induced by 
self-fulfilling expectations can also be positively correlated with 
poor fundamentals in a model with multiple equilibriums. He 
shows two ways trough which the choice of one equilibrium oc-
curs: a selection mechanism in which the best equilibrium is se-
lected, and a learning process. Contrary to the Allen and Gale 
(1998) model, in which bank runs are an optimal outcome, in a 
multiple- equilibriums context there is a room for policies pre-
venting the occurrence of a run.  

Another possible source of a banking crises is that of contagion. 
New interest on this phenomenon as a mechanism through which 
shocks to a particular country or, say bank, can spread interna-
tionally or to the whole banking system in different ways, have 
raised because of the recent financial crisis on emerging markets. 
This was the case of the Mexican crisis of 1995 or the Asian crises 
of 1997. There is a sun spot explanation of “contagion” in which 
there are some equilibriums that lead to a widespread effect of an 
idiosyncratic shock. On the other hand, contagion could be ex-
plained by any positive correlation among real shocks in different 
countries or banks. 

While a wide number of empirical analysis have been devel-
oped on contagion, little effort seems to have been devoted to 
provide a theoretical explanation for the “contagion phenome-
non”. A recent paper by Allen and Gale (2000) develops a model 
in which contagion appears due to real links between banks or, in 
their case, regions. Those links can transform small shocks in one 
region into a widespread crisis. 

A large number of empirical papers test the presence of conta-
gion in recent emerging markets crises. For the Argentinean case, 
Schumacher (1996) uses a binary choice model to study the Te-
quila crisis and finds that while contagion effects were not sub-
stantial, there was evidence of the presence of market discipline 
during that crisis. On the other hand, D’Amato et al. (1998) study 
the Tequila banking crisis of 1995, looking at the dynamics of in-
dividual bank deposits during that episode testing for alternative 
hypotheses and find evidence of contagion among bank groups. 

Our guess here is that rather than being a sun spot phenome-
non, or a bank panic spread to the financial system through con-
tagion effects, this banking and currency crisis is of the second 
type, i.e. one related to a deterioration of the macro fundamen-
tals. We test the validity of this hypothesis using econometric 
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analysis to study the behavior of individual bank deposits. We ask 
several questions that could help to understand what drove the 
crisis: (i) Was the dynamics of deposits explained by movements 
on macroeconomic fundamentals? (ii) Were individual banks’ 
fundamentals important in explaining the behavior of deposits, 
i.e., did market discipline work, in the sense that differences in 
individual banks’ strength explain differences in deposit dynam-
ics? (iii) Was there any evidence of a flight to quality from banks 
perceived as more weak or risky to those perceived as more sol-
vent or healthy or probably more safe because of being foreign 
owned or to big to fail? (iv) Was there any evidence of contagion 
effect among bank groups? 

3. THE ARGENTINE 2001 CRISIS. A NEW PHENOMENON  

OR RATHER MORE OF THE SAME? 

In January 2002, Argentina abandoned the “Convertibilidad” 
and moved to a floating exchange rate regime in the middle of 
probably the most deep economic, political and institutional crisis 
experienced by the country in years. The abandoning of the Cur-
rency Board was just the last step of an agonic process in which 
the economy, being immersed in a deep and prolonged recession 
since the second half of 1998, gradually lost access to interna-
tional financial markets and suffered during 2001 a banking crisis 
that the government unsuccessfully tried to repress by putting re-
strictions on deposit withdrawals until it finally declared default 
on its debt. 

Is this twin crisis different from the Tequila crisis, or those suf-
fered by Asian countries in 1997, or the ones experienced by Ar-
gentina and other Latin American countries during the 1980’s? 
As pointed by Chang and Velasco (1998), the 1997 crisis in Asian 
countries, rather than being a new phenomenon, shared common 
characteristics with, for example, the Chilean crisis of 1982 and 
the Mexican crisis of 1994: market–oriented economic reforms, 
trade and financial liberalization, deregulation and privatization 
of public enterprises. They also point out that financial fragility, 
due to inadequate bank regulation and supervision was a main 
common weakness shared by almost all these experiences.2  

As pointed above, the Argentine Financial System was appar-
 

2 See Diaz Alejandro. (1985), for an illuminating and detailed description of 
the Chilean and Uruguayan cases. 
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ently strong due to a deep financial reforms implemented in the 
90s’. However, the 2001 crisis revealed that two potential risks for 
the financial sector and the whole economy were underestimated 
during the good times of the “Convertiblidad”. First, financing to 
the private sector, which was mainly in dollars, was funding pri-
vate sector domestic borrowers, mainly involved in non-tradable 
activities. A real exchange rate misalignment, corrected either by 
a deflation or a nominal devaluation could severely hurt the sol-
vency of no-tradable sector borrowers, making them unable to 
repay their bank debts. 

The second source of financial fragility was the lack of ade-
quate regulation on government debt holdings by banks, either in 
the form of loans or bonds. Under a currency board regime that 
put restrictions on government financing, an adequate regulation 
controlling for this risk on banks’ portfolios was particularly rele-
vant. 

Successive shocks to international financial markets, the Asian 
crises of 1997 and Russia in 1998 increased international inves-
tors’ risk aversion and led to a reversal in capital flows to emerg-
ing markets. A recession unchained in Argentina in the third 
quarter of 1998 and deepened after the Brazilian devaluation of 
January 1999.3 After two years of economic downturn, real ap-
preciation of the peso and persistent deterioration on fiscal reve-
nues, doubts emerged about the Government’s capability of hon-
oring its debt. The perceived devaluation risk also increased, as 
the economy proved to be unable to adjust to different financial 
and real shocks. It also became clear that the combination of a 
Currency Board regime and highly dollarized banks’ balance 
sheets implied a solvency risk for the financial system in a de-
valuation scenario, that began to be perceived as more probable. 
This risk was underestimated during the “good times” in which 
the economy grew steadily, fueled by capital inflows, favorable 
terms of trade and a currency relatively devalued vis a vis that of 
Brazil (Argentina’s main trade partner in the region) (Figures 1 
and 2). This was one of the main reasons why the Tequila crisis 
did not develop as a twin crisis. All participants, foreign and do-
mestic investors, the government, the Central Bank and even 
Multilateral Financial Institutions assigned a nearly zero probabil-
ity to the event of a devaluation. Moreover, the success of the econ- 
 

3 Calvo, Izquierdo and Talvi (2002) present empirical evidence of the strong 
reversal on capital flows to Latin American countries between 1998 and 2001. 
During this period this flow declined 4% as a percentage of GDP. 
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FIGURE 1. CAPITAL INFLOWS 

SOURCE: Balance of Payments. MEOySP. 

omy on rapidly surpassing the Tequila episode converted the Ar-
gentinean “Convertibilidad” into a kind of paradigmatic case fre-
quently invoked as an example to be followed.  

Several shocks slowly began to undermine the generalized “op- 

FIGURE 2. MULTILATERAL REAL EXCHANGE RATE (WEIGHTED AVERAGE OF 
BILATERAL REAL EXCHANGE RATES WITH ARGENTINA’S MAIN TRADE PART-

NERS) 

SOURCE: Research Department. BCRA. 
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timistic” perception about Argentina’s economic trends, which 
worked for several years coordinating participants in a kind of 
virtuous circle, which finally revealed to be fragile.  

FIGURE 3. ECONOMIC GROWTH, INFLATION AND UNEMPLOYMENT 

SOURCE: INDEC 

As the economy proved to be unable to adjust to this change in 
relative prices (Figure 3), in spite of the deflation and the increas-
ing unemployment, the fiscal position deteriorated and confi-
dence of both external and internal investors weakened. A de-
valuation of the currency and a default on government debt be-
gan to be perceived as more probable events, as reflected on cur-
rency and country risk indicators (Figure 4 and Figure 5).  

FIGURE 4. COUNTRY RISK 

SOURCE: JPMorgan. 
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FIGURE 5. DEVALUATION RISK 

SOURCE: Bloomberg. 

A clear indication of how much higher was the perceived mac-
roeconomic risk in this crisis compared to Tequila is the com-
pletely different behavior of banks’ short term foreign credit lines 
compared to this previous episode.4 Almost all these short term 
credit lines correspond to financing of head offices of foreign 
banks. While in Tequila short term foreign credit lines worked as 
an important source of liquidity, in the ongoing crisis the deepen-
ing in deposits fall was accompanied by a decline, rather than an 
increase in banks’ financing through these lines. Figure 6 pre-
sents a first picture of how differently these credit lines behaved 
in both crisis. It is, however, an imperfect approximation, since 
these figures include not only liquidity assistance, but also foreign  

FIGURE 6. SHORT TERM FOREIGN CREDIT LINES 
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trade financing. In Figure 7 we present figures for 2000-20015 
excluding this item. They show a sharp contraction in this financ-
ing at the beginning of 2001. Thus, it seems that the conventional 
knowledge assessment that international banks head offices could 
play the role of an international LOLR of their local offices is not 
confirmed by the empirical evidence. 

FIGURE 7. SHORT TERM FOREIGN CREDIT LINES (EXCLUDING FOREIGN 

TRADE FINANCING) 

SOURCE: BCRA. 

Restricted by the “Convertibilidad” in its financing sources, the 
government tried unsuccessfully to increase tax revenues,6 a diffi-
cult task in the middle of a recession, and began to relay on do-
mestic market financing (i.e. banks, money market funds and 
pension funds).7 Although government debt became an increas-
ingly risky asset, this financing was voluntary. In the middle of a 
prolonged recession that could probably deteriorate the credit 
quality of domestic private sector borrowers, banks stopped lend- 
 

5 We are not able to compare with 1995, since the data are not disaggregated 
for this period. 

6 One of the first measures included in the package adopted by the economic 
team that took office with President de la Rúa in 1999 was to increase income 
taxes. The new package was supported by the IMF. 

7 It has to be emphasized that in Argentina Pension Funds are mainly related 
to banks, contrary to what is the most common pension funds scheme, in which 
insurance companies are the ones involved on this business. 
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ing to the private sector and increased significantly the weight of 
government debt (either in the form of bonds or bank lending) 
in their asset portfolios (Figure 8).8 This crowding out effect, 
implied additional financing difficulties for the private sector 
which contributed to exacerbate the economic downturn (Fig-
ure 9).  

FIGURE 8. PUBLIC SECTOR DEBT (BONDS AND LOANS) AS % BANKS´ ASSETS (3 

month m.a.)  

SOURCE: BCRA. 

A correction of the real exchange rate misalignment, through 
either a deflation or a devaluation of the currency implied a sol-
vency problem for the financial system, since 63% of credit to the 
non-financial domestic private sector (whose income were mostly 
in pesos) was dollar denominated. The high proportion of gov-
ernment debt in hands of the banks also implied a solvency risk 
for the financial sector, given the inability of the government to 
restore confidence and regain access to international markets’ 
financing. Depositors’ confidence on the financial sector weak-
ened as they realized that many of the banks would become insol-
vent in case of a devaluation and or a default on government 
debt. 

 
8 It has to be stressed that after the end of 2000, when government financing 

in international financial markets was severely restricted, this bank financing was 
in some sense not completely voluntary. 
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FIGURE 9. BANKS’ LOANS TO THE PRIVATE AND PUBLIC SECTOR  

SOURCE: BCRA. 

3.1. A chronology of the crisis 

By the time the “Convertibilidad” had been abandoned, in Janu-
ary 2002, international reserves at the Central Bank were 42% lower 
than those of December 2000, and the banking system had lost 
around 19% of private sector deposits. Contrary to the Tequila epi-
sode, an external shock that generated a sudden shift in expecta-
tions leading to a sharp but quick fall in deposits and reserves, this cri-
sis evolved through a slowly but persistent erosion of confidence of 
both domestic and foreign economic agents, as they continued to re-
ceive persistent and systematic signals that the economy was unable 
to recover from the deep recession it entered by the end of 1998. 

The crisis developed through several episodes which can be 
identified by deposits dynamic (Figure 10). They also can be seen 
through the peso interest rate response to shocks of different na-
ture (Figure 11). We study here the period between July 2000 and 
November 2001 in which we identify four sub-periods of deposit 
withdrawals. We consider the November 2000 deposit fall as the 
initial episode of the crisis, that evolved slowly with ups and downs, 
until a kind of inconvertibility was declared at the end of Novem-
ber 2001, the so called “Corralito”.9 After its implementation, the  
 

9 Due to the bank run of the 30 th November 2001, the Government imposed 
strong restrictions on deposit withdrawals. These restrictions were tightened 
during the crisis and are still at work.  
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FIGURE 10. TOTAL PRIVATE SECTOR DEPOSITS 

SOURCE: BCRA. 

deposit dynamics is noisy, reflecting the effects of withdrawal re-
strictions, asymmetric pesification and the persistent intend by 
depositors to avoid them in order to preserve their assets’ value. 
We do not analyze these figures here and restrict our analysis to 
the above mentioned period. 

Figure 10 gives a detailed description of the four episodes. The 
first one was unchained by a political event, the resignation of 
vice president Carlos Álvarez in October 2000. This first period  

FIGURE 11. PESO – DOLLAR INTEREST RATE (TERM DEPOSITS 30 – 59 DAYS) 

SOURCE: BCRA. 
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goes from the 8th of November 2000 to the 13th of December 
2000. The announcement of a rescue package, that assured the 
funds necessary to cover financial needs during 2001 transitorily 
alleviated the fiscal situation and stopped deposit withdrawals. 

The second episode took place between the 12th of February 
2001 and the 30th of March 2001. The failure of the rescue pack-
age in restoring confidence reflected on a pronounced widening 
of sovereign debt spreads. In March 1st the Economy Minister 
Machinea resigned and Minister Lopez Murphy took office for a 
short period of time. He announced a fiscal adjustment which 
was not supported by the “alliance” in power and had to resign. 
Minister Lopez Murphy was followed by Dr. Cavallo.  

After Minister Cavallo took office he implemented several 
measures aiming to improve the fiscal position of the govern-
ment, which was particularly critical, given the scarce external 
market financing and the deepening of the recession, that persis-
tently eroded tax revenues. A tax on financial transactions was in-
troduced, which was very easy to collect and difficult to avoid, in 
order to increase tax collection. The government also gave signals 
of the intention of making the “Convertibilidad” scheme more 
flexible by introducing a fixed peg to a currency basket that in-
cluded the dollar and the euro. But these announcements were 
imprecise and generated increasing uncertainty. In addition, sev-
eral changes were introduced to Central Bank’s liquidity policy, 
which was originally designed with a prudential purpose. The use 
of liquidity regulations as a tool of monetary policy, weakened 
confidence on the banking system. On the other hand, in an at-
tempt to recover confidence the government instrumented a debt 
swap with holders of government debt, known as the 
“Megacanje”.10 But in July fiscal deficit figures indicated that fur-
ther reductions on government expenditure were needed given 
the sharp decline on tax collection and the lack of external fi-
nancing. The government then announced a zero deficit policy 
and decided to lower nominal wages of public employees by 13%.  

The crisis that unchained in July was much deeper than the 
previous episodes. Two main features of the macroeconomic 
situation are probably relevant in explaining the change of atti-
tude of domestic agents. First, the compulsory financing instru-
mented by the government through the Megacanje made clear to 
economic agents that the government would be unable to regain 
 

10 In June a debt swap was implemented that extended the maturity of some 
bonds in exchange of a higher interest rate. 
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access to international financial markets and the only source of fi-
nancing left were the domestic banks system and pension funds. 
Second, the changes introduced on the systemic liquidity scheme, 
diverting it from its original purpose, increased fears of a weaken-
ing of the financial system. Third, the recognition of an over-
valuation of the currency by the economic authorities increased 
uncertainty about the future course of exchange rate policy, 
given the ambiguity of the announcements.  

By the end of August the economic team negotiated a financial 
aid from the IMF of U$S 8 billions to support the financial sys-
tem. In fact, $4 billions went to the Central Bank to reinforce in-
ternational reserves while, at the same time, the contingent repo 
program -designed to provide liquidity to the financial system in 
case of a systemic liquidity crisis- was triggered. These an-
nouncement transitorily stopped the deposits withdrawal and 
even reversed it, until the first days of October in which the re-
lease of tax collection figures reveled a significant monthly de-
cline (-14%) and the EMBI spread reached a historical peak of 
1850 basic points. The results of the legislative elections of Octo-
ber 14th, which were adverse for the incumbent party also con-
tributed to weaken confidence .This was the beginning of the fi-
nal episode that ended the 30th of November 2001 with the impo-
sition of the so called “Corralito”, a kind of deposits inconvertibil-
ity which was tightened afterwards. 

3.2. A first descriptive approach to the dynamics of deposits 

As a first approach to the dynamics of deposits we studied the 
change in deposits by bank groups looking for differences in their 
performance, which could be an indication of flight to quality or 
contagion effects. Figures 12 and 13 show how the deposits fall 
distributed among the main groups of banks operating at the Ar-
gentine banking sector.11 

In the first period private sector deposits at the financial system  

 
11 We exclude of our sample wholesale banks, both domestically and foreign 

owned, and non banks, because these groups of financial institutions do not re-
lay on deposits as a main source of financing. Public provincial banks are also 
excluded from the sample but due to the poor quality of their balance sheet in-
formation. We classify retail private banks according to their size in two groups: 
the five largest vs. the rest. A second classifying criterion is ownership, separat-
ing banks in two groups: domestic and foreign owned. The three largest public 
banks are considered as a separate group.  
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FIGURE 12. CHANGE IN PRIVATE SECTOR DEPOSIT FALL BY BANK GROUPS 

(ACCORDING TO SIZE) 

SOURCE: BCRA. 

fell 0.67%. If we compare between foreign and domestically 
owned financial institutions it can be seen that domestic banks 
lost more deposits than foreign. The smallest private banks were 
the ones that lost the most. Thus, the dynamics of deposits during  

FIGURE 13. CHANGE IN PRIVATE SECTOR DEPOSIT FALL BY BANK GROUPS  
(ACCORDING TO OWNERSHIP) 

SOURCE: BCRA. 
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this first period give some indication of a kind of “flight to qual-
ity” effect.  

The fall in deposits during the second episode was more in-
tense than in the first period (-5.82%) but was rather similar ac-
cording to the behavior of groups classified by size. The smallest 
private retail banks were the group that lost the most, followed by 
the large public banks and the five largest retail banks. If the cri-
terion is ownership, although foreign owned banks lost more 
than domestic ones this difference is not statistically significant. 
Thus, average daily figures by bank group indicate that deposi-
tors flew more intensely from the smallest financial institutions, 
probably perceived as weaker compared to large banks (Tables 1 
and 2). 

TABLE 1. AVERAGE DAILY CHANGE IN PRIVATE DEPOSITS BY BANK GROUPS 
(ACCORDING TO SIZE) 

 
TABLE 2. AVERAGE DAILY CHANGE IN PRIVATE DEPOSITS BY BANK GROUPS  
(ACCORDING TO OWNERSHIP)  
 

 

In the third period 13.02% of total private sector deposits flew 
from banks, the most intense withdrawal of the whole period. But 
in this case the largest banks of the system were the ones that suf-
fered the most significant decline. Deposits at the five largest 
banks fell by 16% while private sector deposits at the largest pub-
lic banks declined 14%. The smallest private banks suffered less 

From 11/08/00 to 
12/13/00

From 2/12/01 to 
3/30/01

From 7/04/01 to 
8/23/01

From 10/03/01 to 
11/30/01

Private Reatail Banks: Five 
Largest

0.012% -0.118% -0.312% -0.224%

Other Private Retail Banks -0.055% -0.179% -0.167% -0.136%

Largest Public Banks -0.015% -0.127% -0.279% -0.067%

All Banks -0.018% -0.135% -0.260% -0.155%

From 11/08/00 to 
12/13/00

From 2/12/01 to 
3/30/01

From 7/04/01 to 
8/23/01

From 10/03/01 to 
11/30/01

Domestic Banks -0.032% -0.126% -0.271% -0.158%

Foreign Banks -0.005% -0.144% -0.250% -0.152%
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withdrawals (8.3%). Although foreign banks suffered less deposits 
withdrawals, the difference with respect to domestic banks is 
small. Figures by bank groups show that the dynamics of deposits 
during this episode was completely different form the two previ-
ous: The flight of depositors was more intense and depositors 
flew from large financial institutions. 

Finally, in this last period, in which total private sector deposits 
fall 9.15%, the five largest banks experienced again the deepest 
fall (13.3%). Deposit at the rest of the private banks fell 8%, while 
the largest public banks lost only 3.9%. 

Summing up, the descriptive analysis by bank group indicates 
that differences in ownership were not relevant in explaining de-
positors attitude towards banks, while size mattered. It appears 
that during the first two episodes the smallest financial institu-
tions suffered a deeper fall, probably because of being perceived 
weaker than larger banks. The depositors behavior reversed in 
the two last episodes, where depositors flew more intensely from 
the largest banks of the system. The increasing exposure of large 
banks to public sector debt could probably be an explanation of 
this behavior. In the next section we use econometrics to try to 
answer some of the questions raised in section 2. 

4. EMPIRICAL ANALYSIS 

4.1. Estimation methodology  

As mentioned in section 2, our perception is that the present 
crisis in Argentina was due to a change on aggregate macroeco-
nomic risk rather than one based on the perception of weak fun-
damentals of specific banks. In this sense, the phenomenon we 
deal with here was unchained by an increase in macroeconomic 
risk, more specifically by an increasing perception of private 
agents that a default on government debt was inevitable and that 
a devaluation of the currency was needed to correct the real ap-
preciation of the Argentine peso, which seemed extremely slow 
and painful if not impossible under the “Convertibilidad”. This 
event differs from the Tequila crisis, which developed as a sys-
temic crisis in which specific bank fundamentals played a signifi-
cant role in explaining the dynamics of deposits and there was a 
flight to quality from small and weak financial institutions to oth-
ers perceived as stronger. 

To determine to what extent this crisis was a bank run based 
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on aggregate risk rather than one based on a weakening of indi-
vidual banks which spread through contagion effects, we esti-
mated dynamic panel data models, using two different estimation 
methods, for daily changes on individual banks’ deposits. Addi-
tionally, to verify if the contagion hypothesis was relevant for this 
crisis, we estimated a VAR model where the dependent variables 
are deposits changes by bank groups (according to size). Using 
this methodology, we could not find any evidence of significant 
contagion effects.12 

The estimation methods used here, take into account the atypi-
cal characteristics of our panel, which nearly has the same size in 
both dimensions, individuals n and time T and both dimensions 
are “not large, neither small”. The literature emphasizes that in 
this case none of the known estimation techniques gives satisfac-
tory results. The reason for this is that none of the two dimen-
sions is enough large as to ensure that desirable asymptotic prop-
erties hold. Thus all methods yield in this case poor estimators.13 
Given the limitations of the available estimation techniques we 
adopted the strategy of using two different methodologies for es-
timation propose: the Arellano-Bond method, which is based on a 
GMM estimator and a GLS estimator.  

With respect to the Arellano Bond method, it is a suggested 
way to deal with the particular characteristics of our model: (i) it 
contains individual effects (ii) it includes the lagged dependent 
variable (iii) it contains non strictly exogenous variables. When 
there are unobservable individual effects the lagged dependent 
variable (y

it-1
) is correlated to the error term and that renders the 

OLS estimator biased and inconsistent even if the error term is 
not serially correlated. Arellano and Bond suggest first differenc-
ing the model to get rid of the individual effects and instrument 
∆y

it-1 
with y

it-2
 This method leads to consistent but not efficient es-

timators.14  
Another appropriate estimation technique for our model is 

GLS that allows for different residual structure, given the rela-
tively large size of the time dimension of our panel, since the bias 
problem emphasized by Arellano and Bond diminishes as T in-
creases. This is our second estimation strategy. When using this 
technique we allowed for the less restrictive residual structure: (i) 
 

12 The VAR model is available upon request.  
13 See Davidson and MacKinnon (1993), Kievit (1995) and Judson and Owen 

(1996). 
14 See Arellano and Bond (1991). 
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heteroscedasticity (ii) correlation across panels and (iii) autocorre-
lation.15 

4.2. The empirical model 

Our strategy was to proceed in two directions. On the one 
hand, we estimated a weekly version of the model for the whole 
period (July 2000-November 2001) that allowed for wide variabil-
ity in the data by including periods of ups and downs in deposits. 
It also permitted to include in the model a business cycle indica-
tor, the change in industrial production. On the other hand, we 
estimated models using daily data for the four bank run episodes 
described in 3.2 in order to capture the particular features of 
each episode, given the intuition provided by the descriptive 
analysis. In both cases models using the two estimation method-
ologies described in 4.1 were estimated. 

The baseline estimated model for the change on individual 
banks’ deposits is the following: 
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 being both purely random disturbances. 

The variables included in equation (1) are the following: 

 
15 Panels in this case refer to individuals, in our case, banks. 
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itdep∆ (Dep Chg), the dependent variable, is the weekly/daily 
change in individual banks deposits calculated as log dept - log dep t-
1  as explained by: 

i) its own past, given the dynamic characteristics of the model. 

ii) The interest rate on time deposits r 
it
 (Dep Int Rate), which is in-

troduced only in the GMM estimation as a predetermined 
variable that varies across individuals and time, since there is a 
strong reason to consider it as endogenous, i. e. banks which 
are loosing deposits will try to attract funds paying higher in-
terest rates, we introduce it as a predetermined variable.16 Our 
hypothesis here is that, among other things, this interest rate 
gives information about how risky a bank is perceived com-
pared to others, that is, financial institutions that are in a 
weaker position have to pay higher interest rates on time de-
posits to attract investors. That is, we assume that 

)1(,,....,1,,....1,

,00),(

inTstallandNiwithiallfor

otherwhiseandtsallforerE sit

==
<≠  

For each bank, the interest rate paid on deposits can be in-
fluenced by past changes on deposits, but its contemporaneous 
value can be considered as independent of current changes. 

iii)The Xk variables, are the exogenous individual banks funda-
mentals, that intend to capture to what extent depositors were 
able to discriminate between banks depending on their health 
in terms of their solvency, liquidity, profitability and net 
wealth. Variables in this group vary across individuals and 
time, although with a lower frequency (monthly) than the de-
pendent variable, since the data to construct the ratios are basi-
cally balance sheet variables. These fundamentals include:  

� The ROE calculated as 12 month cumulative interest and non 

interest income, net of operative and financial costs, to equity. 

(ROE) 

� A leverage ratio calculated as the ratio of net liabilities to net 

wealth. (Leverage). 

� The ratio of non performing loans to total loans, as an indicator of 

the credit quality of banks loan portfolios. (NPL) 

 
16 We did not include the interest rate the GLS specification since we didn’t 

find adequate instruments for this variable.  
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� A ratio of risky assets to total assets, where risky and total assets are 

those considered by the capital requirement regulation for the 

calculation of capital requirements. (RiskRatio) 

� The ratio of government debt to total assets. This variable includes 

banks’ public bond holdings as well as lending to the national, 

provincial and municipal governments. Although it is not a 

variable traditionally considered as a “fundamental” we include 

it , given the role played by banks as main financing source of 

the government. (Pub Debt) 

� The ratio of Liquid Assets to Liquid Liabilities as a measure of indi-

vidual banks’ liquidity (LiqAss). 

iv)The Wm variables are the “macro fundamentals” that account 
for changes on aggregate risk. Except for the industrial pro-
duction index (Ind Prod), which has a monthly frequency, the 
macro fundamentals are introduced in a weekly/daily fre-
quency and for this reason, can only be included in the model 
for the whole period. The list of variables included in the set is 
the following: 

� The change on Central Bank international reserves. (IntRes Chg) 

� The EMBI spread as a measure of changes on perceived country 

risk. (EMBI) 

� Devaluation risk measured by the spread of the average interest 

rate on peso denominated deposits and the interest rate on dol-

lar denominated deposits. (Deval Risk) or by the NDF one year. 

� Aggregate liquidity of the Financial System, given by total liquid as-

sets that banks have to hold to fulfill the liquidity regulations of 

the BCRA. There were regulatory changes over this period. At 

the beginning, the BCRA reduced liquidity requirements to 

provide liquidity to financial institutions. In June 2001, liquid-

ity requirements were replaced by reserve requirements for 

sight deposits. (SysLiq Chg). 

v) The Z
p are control variables. Dummies were used to control for 

seasonality, group effects and slope changes. The multiplicative 
dummies controlling for slope were created to capture the 
dramatic changes of slope for the previously mentioned peri-
ods. We also introduced a multiplicative dummy variable, con-
trolling for asymmetries in the behavior of the dependent vari-
able. This dummy variable takes the value of the change in de-
posits in t-1 if the change in t is positive, and cero otherwise. 
The sign of this dummy is negative, indicating that when de-
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posits increase the autoregressive process is less persistent. This 
result is interpreted as a signal that depositors are more wor-
ried about the past trend in deposits when they are falling than 
when they are growing. Seasonal daily dummies were also in-
troduced. 

FIGURE 14. MACRO FUNDAMENTALS 

 

Descriptive statistics of all variables are presented in Appen-
dix A. 

4.3. Results 

4.3.1. A model for the complete period with weekly observations 

We present here the results of the estimation of a model for the 
complete period of analysis, July 2000-November 2001. In this 
case the dependent variable is the weekly change in individual 
banks’ private sector deposits. The model was estimated using the 
two techniques described above: the Arellano Bond GMM estima-
tor and GLS. Both estimations include all the variables in equa-
tion (1), with the exception of the interest rate on deposits by 
bank in the case of the GLS version. Due to its endogeneity we 
included it only in the GMM estimation, in which the use of in-
strumental variables allows to incorporate endogenous variables 
that can be treated as predetermined.  

Given the length of the sample period we were also able to in-
troduce the monthly change in the seasonally adjusted index of 
industrial production (EMI) as an indicator of the business cycle, 
since the length of the sample period allowed for significant vari-
ability in this variable, which is a monthly index. 

Table 3.A. presents the final version of the GMM estimation of 
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equation (1) for the whole sample period. The models were sim-
plified based not only in the individual significance of the vari-
ables but also on the evidence of some multicolinearity due to 
strong correlation among some of the macro variables (see Ap-
pendix B).  

None of the individual banks’ “micro fundamentals” is signifi-
cant in this version of the model, not even the interest rate on de- 

TABLE 3.A. GMM ESTIMATION FOR THE WHOLE SAMPLE PERIOD WEEKLY OB-

SERVATIONS
a
 

a D1 indicates the contemporaneous value of the variable, LD is the first lag, L2D is the 

second lag, and so on.  

Arellano-Bond dynamic panel data                Number of obs      =      1872 
Group variable (i): codent                      Number of groups   =        26 
 
                                                Wald chi2(11)      =   5120.39 
 
Time variable (t): time                         min number of obs  =        72 
                                                max number of obs  =        72 
                                                mean number of obs =        72 
 
One-step results 
------------------------------------------------------------------------------ 
             |               Robust 
Dep Chg      |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Dep Chg      | 
          LD |  -.0780202   .0385161    -2.03   0.043    -.1535103     -.00253 
Deval Risk   | 
          LD |  -.1803642   .0438044    -4.12   0.000    -.2662193   -.0945092 
SysLiq Chg   | 
          LD |   .0264291   .0146184     1.81   0.071    -.0022225    .0550808 
EMBI         | 
          D1 |  -.2152685    .093818    -2.29   0.022    -.3991485   -.0313885 
Ind Prod     | 
          LD |   .1524454   .0470886     3.24   0.001     .0601534    .2447373 

         L2D |   .1041471   .0461447     2.26   0.024     .0137052     .194589 

Nov00 Mult   |  -.6895675   .1171344    -5.89   0.000    -.9191467   -.4599884 

Mar01 Mult   |  -.8234214   .1112992    -7.40   0.000    -1.041564    -.605279 

Jul01 Mult   |  -.7351896   .0779353    -9.43   0.000    -.8879399   -.5824392 

Nov01 Mult   |  -.7829423   .0716865   -10.92   0.000    -.9234453   -.6424394 

Asymmetry    |   -.615038   .0612434   -10.04   0.000     -.735073   -.4950031 

_cons        |  -.0026646   .0007327    -3.64   0.000    -.0041008   -.0012285 

------------------------------------------------------------------------------ 
 

Two-step results 
 
Sargan test of over-identifying restrictions:      
         chi2(142) =    12.92     Prob > chi2 = 1.0000 
 
Arellano-Bond test that average autocovariance in residuals of order 1 is 0: 
         H0: no autocorrelation   z =  -1.84   Pr > z = 0.0656 
Arellano-Bond test that average autocovariance in residuals of order 2 is 0: 
         H0: no autocorrelation   z =   0.51   Pr > z = 0.6069 
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posits by bank, a variable introduced as an indicator of depositors 
perception about banks’ soundness. On the contrary, the “macro 
fundamentals” are very significant in explaining the dynamics of 
deposits by bank, even though an autoregressive behavior of the 
dependent variable remains. Devaluation risk, measured by the 
spread of peso to dollar interest rate as well as the change in in-
ternational reserves are very significant and have the correct sing. 
An even stronger result is that the lagged values of the change in 
the industrial production index, an indicator of the cyclical posi-
tion of the economy, is also very significant and has a positive 
sign.  

Dummies controlling for changes in slope are also significant as 
well as the dummy variable incorporated for asymmetries in de-
posits behavior.  

Arellano and Bond (1991) suggest two test to evaluate the cor-
rect specification of the model. The first one tests the lack of sec-
ond order autocorrelation in the first difference of residuals, 
which is essential for the GMM estimator to be consistent. The 
second test, developed by Sargan (1958), evaluates the over-
identification of restrictions. Under the null hypothesis the set of 
instruments is correctly specified. As can be seen from the table, 
our model passes both tests.  

Table 3.B shows the results of the estimation of the GLS ver-
sion of the model for the whole period. The GLS estimation al-
lows for different correlation structures of residuals. The less re-
stricted structure is one which permits heteroscedasticity among 
panels, as well as cross-sectional and autoregressive specific corre-
lations. In our case correlation among banks could suggest that, 
depending on the sign of these correlations, contagion (positive) 
or “flight to quality” (negative) could be present, respectively. 
The presence of panel specific autocorrelation is an indication of 
heterogeneity in dynamics of deposits among banks. To choose 
the correct specification different model structures were com-
pared conducting LR tests to evaluate them, which are presented 
in Appendix C. According to the LR tests, the correct specifica-
tion is an heteroscedastic error structure with cross-sectional cor-
relation as well as individual specific autocorrelation of first or-
der. The results of the GLS estimation do not differ significantly 
from those obtained using GMM: while individual bank’s micro-
fundamentals did not appear to be significant, macro-fundamentals’ 
indicators as devaluation risk, the change in international re-
serves and the change in industrial production are very signifi-
cant and enter with the correct sign. Another interesting result is 
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that for the whole period the five largest banks of the system were 
subject to a more intense withdrawals that the rest. Although the 
results confirm those obtained using GMM in terms , significant 
correlations of residuals among individual banks suggest the 
presence of interactions in the behavior of deposits among banks. 
The presence of a specific autoregressive process in residuals also 
indicates that although there was a significant common autore-
gressive process captured by the first lag of the dependent vari-
able there was also some heterogeneity in the dynamics of depos-
its across banks. The GLS estimator is able to capture this hetero-
geneity. 

TABLE 3.B. FGLS ESTIMATION FOR THE WHOLE SAMPLE PERIOD WEEKLY OB-
SERVATIONS 

Summing up, our results seem to be quite robust since models 
estimated using both methodologies support our hypothesis that 
this crisis, contrary to Tequila, was driven by a perception of 
increasing macroeconomic fragility rather than caused by the 
belief of individual banks’ weaknesses spread to the whole fi-
nancial system through contagion effects. The change in indus-
trial production could be thought as a leading indicator of a fu-
ture downturn in asset prices in the spirit of Allen and Gale (op. 
cit.).  

Cross-sectional time-series FGLS regression 
 
Coefficients:  generalized least squares 
Panels:        heteroskedastic with cross-sectional correlation 
Correlation:   panel-specific AR(1) 
 
Estimated covariances      =       351          Number of obs      =      1924 
Estimated autocorrelations =        26          Number of groups   =        26 
Estimated coefficients     =         8          No. of time periods=        74 
                                                Wald chi2(7)       =    254.83 
Log likelihood             =  4799.963          Prob > chi2        =    0.0000 
 
------------------------------------------------------------------------------ 
Dep Chg      |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Dep Chg-1    |  -.1377001   .0257599    -5.35   0.000    -.1881885   -.0872117 

Deval Risk   |  -.0700807   .0090445    -7.75   0.000    -.0878075   -.0523538 

IntRes Chg   |   .0528672   .0096063     5.50   0.000     .0340392    .0716952 

IntRes Chg-1 |   .0353261   .0097564     3.62   0.000     .0162038    .0544484 

Ind Prod-1   |   .0470135   .0199345     2.36   0.018     .0079426    .0860844 

Private5     |  -.0032386   .0008306    -3.90   0.000    -.0048665   -.0016108 

Asymmetry    |  -.1923942   .0322993    -5.96   0.000    -.2556997   -.1290887 

       _cons |    .002448   .0007365     3.32   0.001     .0010045    .0038915 

------------------------------------------------------------------------------ 
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4.3.2. Modeling bank run episodes 

In this section we study the particularities of the four bank run 
episodes in which the crisis evolved until the “Corralito” was im-
posed in November 30th. Bank group figures (see Table 1) sug-
gested that depositors behavior was not homogeneous between 
the different sub –periods. Our aim here is to obtain an insight of 
the particular characteristics of each episode as the crisis devel-
oped. 

In this case, we estimated equation (1) using daily data on indi-
vidual banks’ change in deposits for the sub-periods described 
above. Again, models using both methodologies, GMM and GLS 
were estimated for each period. The results are presented in Ta-
bles 4 to 7 for the different sub-periods.  

Table 4.A shows the estimation results for the first episode using 

TABLE 4.A. GMM ESTIMATION FOR THE FIRST PERIOD DAILY OBSERVATIONS 

FROM 11/08/00 TO 12/13/00 

 

Arellano-Bond dynamic panel data                Number of obs      =       594 
Group variable (i): codent                      Number of groups   =        27 
 
                                                Wald chi2(9)       =   1764.90 
 
Time variable (t): time                         min number of obs  =        22 
                                                max number of obs  =        22 
                                                mean number of obs =        22 
 
One-step results 
------------------------------------------------------------------------------ 
             |               Robust 
Dep Chg      |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Dep Chg      | 
          LD |  -.1721986   .0607896    -2.83   0.005     -.291344   -.0530533 
         L2D |  -.1860548   .0618775    -3.01   0.003    -.3073324   -.0647772 
SysLiq Chg   | 
          LD |   .1576683   .0948679     1.66   0.097    -.0282694    .3436061 
         L2D |   .1146459    .067591     1.70   0.090    -.0178301    .2471219 
         L3D |   .0206278   .0746694     0.28   0.782    -.1257215    .1669771 
Leverage     | 
         L2D |   -.021479   .0062729    -3.42   0.001    -.0337735   -.0091844 
LiqAss       | 
         L2D |   .2467056   .0938885     2.63   0.009     .0626876    .4307237 
Lassets      |   .0004989   .0002372     2.10   0.035     .0000341    .0009638 
Asymmetry    |  -1.082346   .0984368   -11.00   0.000    -1.275279   -.8894139 
_cons        |  -.0091876    .003547    -2.59   0.010    -.0161396   -.0022356 
------------------------------------------------------------------------------ 
 
Two-step results 
 
Sargan test of over-identifying restrictions:      
         chi2(44) =    17.52      Prob > chi2 = 0.9999 
 
Arellano-Bond test that average autocovariance in residuals of order 1 is 0: 
         H0: no autocorrelation   z =  -3.14   Pr > z = 0.0017 
Arellano-Bond test that average autocovariance in residuals of order 2 is 0: 
         H0: no autocorrelation   z =   0.20   Pr > z = 0.8418 
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GMM. The results are mixed here. One of the macro fundamen-
tals, the change in Central Bank International Reserves is signifi-
cant at the 10% level, while at the same time two micro funda-
mentals, the leverage ratio and individual banks’ liquidity enter 
the model. On the other hand, banks’ size also seems to play a 
role in explaining the different dynamics of deposits across banks. 
This result is consistent with the findings obtained in section 3.2, 
i.e. larger financial institutions seemed to have been less subject to 
withdrawals during this first bank run episode.  

TABLE 4.B. GLS ESTIMATION FOR THE FIRST PERIOD DAILY OBSERVATIONS 

FROM 11/08/00 TO 12/13/00 

In Table 4.B. the results for the GLS estimation are presented. 
The adequate residuals structure, according to the LR test (see 
Appendix C), permits for heteroscedasticity as well as cross-
sectional correlation, but with a common coefficient for the auto-

Cross-sectional time-series FGLS regression 
 
Coefficients:  generalized least squares 
Panels:        heteroskedastic with cross-sectional correlation 
Correlation:   common AR(1) coefficient for all panels  (0.0058) 
 
Estimated covariances      =       378          Number of obs      =       702 
Estimated autocorrelations =         1          Number of groups   =        27 
Estimated coefficients     =        16          No. of time periods=        26 
                                                Wald chi2(15)      =   3494.31 
Log likelihood             =  2986.044          Prob > chi2        =    0.0000 
 
------------------------------------------------------------------------------ 
Dep Chg      |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Dep Chg-1    |  -.0929227    .018645    -4.98   0.000    -.1294662   -.0563792 

Deval Risk   |  -.0270343   .0075114    -3.60   0.000    -.0417563   -.0123123 

Deval Risk-2 |  -.0821682   .0092363    -8.90   0.000     -.100271   -.0640653 

IntRes Chg   |   .0316377   .0048332     6.55   0.000     .0221648    .0411105 

IntRes Chg-1 |   .0821012   .0053629    15.31   0.000     .0715901    .0926123 

EMBI         |  -.2008339   .0224818    -8.93   0.000    -.2448974   -.1567704 

EMBI-1       |   .2106087   .0289952     7.26   0.000     .1537791    .2674383 

EMBI_-2      |  -.0878425   .0208426    -4.21   0.000    -.1286932   -.0469918 

ROE-2        |   .0149471   .0011279    13.25   0.000     .0127364    .0171579 

Asymmetry    |  -.2607685   .0154844   -16.84   0.000    -.2911174   -.2304195 

Monday       |   .0036497   .0001659    22.00   0.000     .0033245    .0039749 

Tuesday      |    .003799   .0001723    22.05   0.000     .0034613    .0041366 

Wednesday    |   .0032045   .0001786    17.94   0.000     .0028544    .0035546 

Thursday     |    .002037   .0001678    12.14   0.000     .0017081    .0023659 

Lassets      |   .0009431   .0001221     7.72   0.000     .0007037    .0011824 

       _cons |  -.0089131   .0022169    -4.02   0.000    -.0132582    -.004568 

------------------------------------------------------------------------------ 
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correlation structure. The results indicate that macro variables 
were very significant. Devaluation risk was relevant with a larger 
lag structure compared to the GMM estimation. The change in 
international reserves, as well as the EMBI spread are also signifi-
cant and have the expected sign. In this case the ROE was the 
only significant micro fundamental, indicating that more profit-
able banks lost less deposits. Again the dummy variables control-
ling for asymmetries and size, as well as the seasonal daily dum-
mies were significant.  

TABLE 5.A. GMM ESTIMATION FOR THE SECOND PERIOD DAILY OBSERVA-

TIONS FROM 02/12/01 TO 03/30/00 

The results for this first episode, characterized by a much less 
fall in deposit compared to the following three, indicate that both, 
macro fundamentals as well as variables giving account of indi-

Arellano-Bond dynamic panel data                Number of obs      =       783 
Group variable (i): codent                      Number of groups   =        27 
 
                                                Wald chi2(11)      =    957.95 
 
Time variable (t): time                         min number of obs  =        29 
                                                max number of obs  =        29 
                                                mean number of obs =        29 
 
One-step results 
------------------------------------------------------------------------------ 
             |               Robust 
Dep Chg      |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Dep Chg      | 
          LD |  -.1270617   .1383502    -0.92   0.358    -.3982231    .1440997 
         L2D |  -.2631939   .0680779    -3.87   0.000    -.3966242   -.1297637 
         L3D |  -.1914304   .0836321    -2.29   0.022    -.3553463   -.0275145 
         L4D |  -.1451421   .0499567    -2.91   0.004    -.2430554   -.0472288 
Deval Risk   | 
          LD |  -.0764864   .0602764    -1.27   0.204     -.194626    .0416532 
         L2D |  -.0677344   .0349156    -1.94   0.052    -.1361677     .000699 
         L3D |   -.047157   .0266813    -1.77   0.077    -.0994513    .0051373 
         L4D |  -.1000059   .0807176    -1.24   0.215    -.2582095    .0581976 
Leverage     | 
         L2D |  -.0135729   .0039488    -3.44   0.001    -.0213123   -.0058335 
Pub Debt     | 
          LD |  -.1785885   .0835452    -2.14   0.033    -.3423341    -.014843 
Asymmetry    |  -1.113525   .2711064    -4.11   0.000    -1.644884    -.582166 
_cons        |  -.0004211   .0006893    -0.61   0.541     -.001772    .0009299 
------------------------------------------------------------------------------ 
 
Two-step results 
 
Sargan test of over-identifying restrictions:      
         chi2(56) =    17.00      Prob > chi2 = 1.0000 
 
Arellano-Bond test that average autocovariance in residuals of order 1 is 0: 
         H0: no autocorrelation   z =  -2.11   Pr > z = 0.0352 
Arellano-Bond test that average autocovariance in residuals of order 2 is 0: 
         H0: no autocorrelation   z =   0.74   Pr > z = 0.4609 
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vidual banks’ soundness, played a role in explaining deposits’ dy-
namics in this first deposit run. The finding that larger banks 
were less subject to deposits withdrawals gives some evidence of a 
flight to quality in this episode. A possible explanation for depos-
its behavior during this first episode is that a learning process was 
taking place in which depositors used past information about the 
behavior of individual banks in previous periods of financial 
stress to take decisions to protect their savings.  

In second period, February 12th 2001 to March 30th 2001, the 
fall in deposits was much larger (5.82 %). Table 5.A. shows the r e-
sults for the GMM estimation. Here, devaluation risk plays a role 
in explaining deposits behavior and at the same time a micro 
fundamentals, the leverage ratio as well as individual banks hold-
ing of public debt are also significant and have the expected sign.  

TABLE 5.B. GLS ESTIMATION FOR THE SECOND PERIOD DAILY OBSERVA-

TIONS FROM 02/12/01 TO 03/30/00 

The GLS results, presented in Table 5.B, do not differ signifi-
cantly from those of the GMM estimation: devaluation risk as well 
as the change in Central Bank international reserves are signifi-

Cross-sectional time-series FGLS regression 
 
Coefficients:  generalized least squares 
Panels:        heteroskedastic with cross-sectional correlation 
Correlation:   panel-specific AR(1) 
 
Estimated covariances      =       378          Number of obs      =       918 
Estimated autocorrelations =        27          Number of groups   =        27 
Estimated coefficients     =        12          No. of time periods=        34 
                                                Wald chi2(11)      =    287.42 
Log likelihood             =   3099.74          Prob > chi2        =    0.0000 
 
------------------------------------------------------------------------------ 
Dep Chg      |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Dep Chg-1    |  -.1260076   .0324522    -3.88   0.000    -.1896127   -.0624026 

Deval Risk   |  -.0363945   .0053475    -6.81   0.000    -.0468753   -.0259136 

IntRes Chg   |   .0636982   .0153088     4.16   0.000     .0336935    .0937028 

Pub Debt-2   |  -.0109904   .0020705    -5.31   0.000    -.0150486   -.0069323 

Asymmetry    |  -.0619954   .0241673    -2.57   0.010    -.1093624   -.0146283 

Publics      |   .0019197   .0004713     4.07   0.000     .0009959    .0028434 

Private5     |   .0008667   .0004257     2.04   0.042     .0000323    .0017011 

Monday       |   .0021423   .0004829     4.44   0.000     .0011958    .0030888 

Tuesday      |   .0048696   .0005014     9.71   0.000      .003887    .0058523 

Wednesday    |   .0057803   .0005059    11.43   0.000     .0047888    .0067718 

Thursday     |   .0030355     .00047     6.46   0.000     .0021143    .0039567 

       _cons |  -.0024462   .0005338    -4.58   0.000    -.0034924      -.0014 

------------------------------------------------------------------------------ 
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cant, while at the same time the exposure of individual banks to 
public debt also plays a role in explaining deposits’ dynamics dur-
ing this period. In this case the dummy variables controlling for 
bank group are also significant, indicating that the five largest 
banks in the system as well as public banks lost less deposits rela-
tive to the smaller private banks. The dummy variable capturing 
asymmetries in the behavior of deposits, as well as those control-
ling for daily seasonality were also significant. As shown in Table 
5.B. the selected residual structure permits heteroscedasticity as 
well as correlation across panels and panel-specific autocorrela-
tion. Thus, it seems that although there was a common dynamics 
in deposits behavior in this period there still remained bank 
specificities not captured by the explanatory variables.  

TABLE 6.A. GMM ESTIMATION FOR THE THIRD PERIOD DAILY OBSERVA-

TIONS FROM 07/04/01 TO 08/23/01 

In Table 6.A. we present the results of the GMM estimation for 
the third episode, July 4th 2001 to August 23rd 2001. The largest 

Arellano-Bond dynamic panel data                Number of obs      =       891 
Group variable (i): codent                      Number of groups   =        27 
 
                                                Wald chi2(5)       =    434.88 
 
Time variable (t): time                         min number of obs  =        33 
                                                max number of obs  =        33 
                                                mean number of obs =        33 
 
One-step results 
------------------------------------------------------------------------------ 
             |               Robust 
Dep Chg      |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Dep Chg      | 
          LD |  -.1720967   .0250627    -6.87   0.000    -.2212187   -.1229747 
IntRes Chg   | 
          D1 |   .1022811   .0265754     3.85   0.000     .0501942    .1543679 
Deval Risk   | 
          LD |  -.0166371   .0084317    -1.97   0.048    -.0331628   -.0001113 

Asymmetry    |  -.7284413   .1233439    -5.91   0.000     -.970191   -.4866916 

Publics      |   .0007864   .0003459     2.27   0.023     .0001084    .0014644 

_cons        |    -.00121   .0003636    -3.33   0.001    -.0019227   -.0004973 

------------------------------------------------------------------------------ 

 
Two-step results 

 
Sargan test of over-identifying restrictions:      
         chi2(64) =    20.46      Prob > chi2 = 1.0000 
 
Arellano-Bond test that average autocovariance in residuals of order 1 is 0: 
         H0: no autocorrelation   z =  -1.81   Pr > z = 0.0697 
Arellano-Bond test that average autocovariance in residuals of order 2 is 0: 
         H0: no autocorrelation   z =   0.57   Pr > z = 0.5660 
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fall in deposits, 13%, corresponds to this period. The results indi-
cate that macro fundamentals, in particular devaluation risk and 
the change in international reserves were very significant while at 
the same time none of the micro-fundamentals was significant. In 
this period the model suggest that public banks lost less deposits 
than the rest. This result is, however, not consistent with the data. 

TABLE 6.B. GLS ESTIMATION FOR THE THIRD PERIOD DAILY OBSERVATIONS 

FROM 07/04/01 TO 08/23/01 

 

Table 6.B. shows the results for the GLS estimation. The se-
lected model allows for heteroscedastiticty and cross-sectional 
correlation, but none specific nor common autocorrelation in re-
siduals was present. Even more, the lagged dependent variable 
was not significant. Almost all of our macro fundamentals: de-
valuation risk, the change in international reserves at the Central 
Bank and systemic liquidity are very significant, as well as indi-
vidual banks’ exposure to public debt. In this episode the largest 
banks of the system were subject to a more intense run that the 
rest. In this case, the results are consistent with the descriptive 
analysis in section 3.2. These results are quite strong, since they 
indicate that our explanatory variables adequately capture the 
dynamics of deposits in this period, and that this dynamics was 
mainly common. 

In this case both methodologies yield quite similar results, indi-

Cross-sectional time-series FGLS regression 
 
Coefficients:  generalized least squares 
Panels:        heteroskedastic with cross-sectional correlation 
Correlation:   no autocorrelation 
 
Estimated covariances      =       378          Number of obs      =       945 
Estimated autocorrelations =         0          Number of groups   =        27 
Estimated coefficients     =         8          No. of time periods=        35 
                                                Wald chi2(7)       =    373.07 
Log likelihood             =  3201.219          Prob > chi2        =    0.0000 
 
------------------------------------------------------------------------------ 
Dep Chg      |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Deval Risk-1 |  -.0131557   .0038248    -3.44   0.001    -.0206522   -.0056591 

IntRes Chg   |   .0683375     .02126     3.21   0.001     .0266687    .1100063 

SysLiq Chg   |   .0380495   .0137446     2.77   0.006     .0111106    .0649883 

ActLiq-2     |   .0101343   .0014585     6.95   0.000     .0072758    .0129928 

Pub Debt-3   |  -.0056331   .0015434    -3.65   0.000     -.008658   -.0026082 

Asymmetry    |  -.2934563   .0201681   -14.55   0.000     -.332985   -.2539276 

Private5     |  -.0007729   .0004017    -1.92   0.054    -.0015601    .0000144 

       _cons |  -.0034217    .000855    -4.00   0.000    -.0050974    -.001746 

------------------------------------------------------------------------------ 
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cating that the behavior of depositor in this period was mainly 
governed by their perception about macroeconomic risk. How-
ever, according to the GLS estimation, it seems that banks more 
exposed to public debt were perceived as riskier. A striking result 
for this period is that when controlling for bank group, the GLS 
estimation results are consistent with the data, while they are not 
in the case of GMM. 

TABLE 7.A. GMM ESTIMATION FOR THE FOURTH PERIOD DAILY OBSERVA-
TIONS FROM 10/03/01 TO 11/30/01 

Finally, Tables 7.A. and 7.B. present the results for the last pe-
riod, October 3rd to November 30th of 2001, the date in which the 
“Corralito” was imposed. For the GMM estimation (Table 7.A.) 
the macro fundamentals, as well as banks’ exposure to public debt 

Arellano-Bond dynamic panel data                Number of obs      =      1014 
Group variable (i): codent                      Number of groups   =        26 
 
                                                Wald chi2(9)       =    431.58 
 
Time variable (t): time                         min number of obs  =        39 
                                                max number of obs  =        39 
                                                mean number of obs =        39 
 
One-step results 
------------------------------------------------------------------------------ 
             |               Robust 
Dep Chg      |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Dep Chg      | 
          LD |  -.0792448   .0323434    -2.45   0.014    -.1426368   -.0158529 
         L2D |  -.1068439   .0596103    -1.79   0.073     -.223678    .0099902 
         L3D |  -.0440039   .0186117    -2.36   0.018    -.0804823   -.0075256 
Deval Risk   | 
          LD |  -.0229113   .0136033    -1.68   0.092    -.0495733    .0037507 
SysLiq Chg   | 
          D1 |   .0453757   .0224631     2.02   0.043     .0013488    .0894025 
EMBI         | 
          LD |   -.106604   .0544056    -1.96   0.050     -.213237     .000029 
Pub Debt     | 
         L2D |  -.2622922   .1511136    -1.74   0.083    -.5584695    .0338851 

Publics      |   .0014744   .0007119     2.07   0.038     .0000791    .0028697 

Asymmetry    |  -.8661602   .1287609    -6.73   0.000    -1.118527   -.6137934 

_cons        |  -.0009565   .0003667    -2.61   0.009    -.0016752   -.0002378 

------------------------------------------------------------------------------ 

 
Two-step results 
 
Sargan test of over-identifying restrictions:      
         chi2(75) =    13.61      Prob > chi2 = 1.0000 
 
Arellano-Bond test that average autocovariance in residuals of order 1 is 0: 
         H0: no autocorrelation   z =  -2.00   Pr > z = 0.0458 
Arellano-Bond test that average autocovariance in residuals of order 2 is 0:  
         H0: no autocorrelation   z =   1.23   Pr > z = 0.2182 
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appears to be relevant to explain deposits dynamics. The dummy 
variable for public banks was also significant and had a positive 
sign, indicating that public banks were in this period less subject 
to withdrawals than the rest.  

The results for the GLS estimation (Table 7.B.), are quite simi-
lar: The macro fundamentals are very significant and only one of 
the individual bank micro fundamentals enters the model, the 
ROE. However, the GLS estimation seems to better capture the 
differences among bank groups revealed by the descriptive analy-
sis: while public banks were the group that lost the less in this pe-
riod, the large banks private banks where the ones that lost the 
most. In this case, the selected residual structure also suggests, as 
for the third period, that no specific dynamics was present.  

TABLE 7.B. GLS ESTIMATION FOR THE FOURTH PERIOD DAILY OBSERVA-

TIONS FROM 10/03/01 TO 11/30/01 

Common features across the four periods are that macro vari-
ables are relevant in all periods and for the whole sample in ex-
plaining deposits’ dynamics. On the contrary, micro fundamen-

Cross-sectional time-series FGLS regression 
 
Coefficients:  generalized least squares 
Panels:        heteroskedastic with cross-sectional correlation 
Correlation:   no autocorrelation 
 
Estimated covariances      =       351          Number of obs      =      1118 
Estimated autocorrelations =         0          Number of groups   =        26 
Estimated coefficients     =        13          No. of time periods=        43 
                                                Wald chi2(12)      =    214.26 
Log likelihood             =   3623.41          Prob > chi2        =    0.0000 
 
------------------------------------------------------------------------------ 
Dep Chg                |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
Dep Chg-1        |  -.0964069   .0312331    -3.09   0.002    -.1576227   -.0351912 

Deval Risk-1 |  -.0081804   .0022208    -3.68   0.000    -.0125331   -.0038277 

IntRes Chg   |   .0426392   .0112232     3.80   0.000     .0206421    .0646363 

SysLiq Chg   |   .0281818   .0073863     3.82   0.000      .013705    .0426587 

ROE-2        |   .0034213   .0008966     3.82   0.000      .001664    .0051787 

Private5     |  -.0009362    .000521    -1.80   0.072    -.0019573    .0000849 

Publics      |    .001519   .0003774     4.02   0.000     .0007792    .0022587 

Asymmetry    |  -.0914224   .0385318    -2.37   0.018    -.1669434   -.0159015 

Monday       |   .0010301   .0005348     1.93   0.054    -.0000182    .0020783 

Tuesday      |   -.000323   .0005994    -0.54   0.590    -.0014979    .0008519 

Wednesday    |   .0010579   .0005137     2.06   0.039     .0000512    .0020647 

Thursday     |  -.0014855    .000527    -2.82   0.005    -.0025183   -.0004526 

       _cons |  -.0007573   .0005854    -1.29   0.196    -.0019047      .00039 

------------------------------------------------------------------------------ 
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tals do not appear to play a key role. In particular, devaluation 
risk is persistently significant, across almost all periods and for the 
whole sample. The interest rate that individual banks paid on de-
posits, a variable that intended to capture depositors perception 
about individual banks’ risk not captured by the micro funda-
mentals, was not significant also. Models for all periods using 
GMM pass the Sargan as well as the autocorrelation test, confirm-
ing the absence of over identification problems and second order 
autocorrelation. 

Another interesting result, provided by the GLS estimation is 
that autocorrelations became common rather than specific and 
even disappeared as the crisis evolved, that is, the dynamics of 
deposits became a more systemic phenomenon. On the other 
hand, the GLS estimation revealed that correlations across banks 
as well as heteroscedasticity remained in all periods. The expo-
sure of banks to public debt, although not systematically, also 
played a role in explaining deposits’ behavior. Tables summariz-
ing estimation results are presented in Appendix D. 

Comparing the results obtained using the two estimation tech-
niques, GMM and GLS, the models obtained using the GLS esti-
mator yielded stronger results, in terms of the individual signifi-
cance of the explanatory variables. On the other hand, the GLS 
methodology has advantages over GMM in the particular case of 
our panel, since it permits us not to impose a particular structure 
to the residuals, but rather to evaluate which fits better to our 
data.17 

5. CONCLUSIONS 

We studied the dynamics of individual bank deposits during the 
twin crisis suffered by Argentina since November 2000. Our aim 
was to determine to what extent this event had the characteristics 
of a “sun spot” phenomenon -i.e. a random event not related to 
the real economy- or it was the consequence of a change in eco-
nomic agents perception about the trend of the Argentine econ-
omy.-i.e. an increase on aggregate risk. We were interested on 
determining if the highly dollarized banks’ loan portfolios, as well 
as their exposure to public sector induced depositors to massively 
 

17 Since we have a panel which is large in T, the advantages of the Arellano 
Bond GMM method, designed for panels which are short in T, loose impor-
tance. 
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run on banks as they perceived that macro fundamentals deterio-
rated. 

The empirical results strongly favor the second hypothesis. 
Macro fundamentals and in particular devaluation risk and the 
change in industrial production, as a leading indicator of future 
banks’ solvency problems played an important roll in explaining 
the behavior of deposits during the crisis. The exposure of indi-
vidual banks to public also plays a role in explaining this dynam-
ics. On the contrary, banks’ micro fundamentals” did not con-
tribute significantly to explain the dynamics of deposits. There is 
also evidence that deposits’ dynamics became a more systemic 
phenomenon as the crisis evolved. Some heterogeneities across 
banks that were present at the beginning vanished along with the 
deterioration on the macro fundamentals.  

We think that our findings support the assessment that the 
regulatory framework built up during the 1990 had non trivial 
weaknesses. The currency board regime favored the perception 
that debtors would be permanently protected against devaluation 
risk, inducing a high dollarization of banks’ assets. On the other 
hand, the combination of a currency board regime and a deposit 
insurance system that did not discriminate between both, domes-
tic and foreign currency, also favored dollarization of deposits. 
The need of regulations to control for the implied solvency risk 
generated by the high dollarization of banks’ assets was underes-
timated. More strict regulations on banks’ government debt hold-
ings, preventing for excessive default risk taking by financial insti-
tutions, were also necessary given the financing restrictions im-
posed to the government by the “ Convertibilidad”.  

Although it is perhaps early to intend to build policy lessons 
from the present experience of Argentina, there are some policy 
recommendations appear quite straightforward: First, a key ele-
ment to allow for a deepening of the banking system is to develop 
attractive financial instruments in the domestic currency. Second, 
given that financial systems are subject to currency risk, regula-
tions must control for this risk. Possible recommendations for a 
good regulation design could be, in our opinion: (i) regulations 
must make depositors aware of the higher risk involved in for-
eign currency deposits, since the Central Bank does not have pol-
icy instruments to act as a LOLR in this case, (ii) restrictions must 
be introduced on bank lending in foreign currency, discouraging 
excessive growth of foreign currency financing and ensuring a 
matching between currency denomination of loans and banks’ 
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borrowers income (iii) the sovereign debt risk of banks’ asset port-
folios must also be controlled.  

Latest experiences of emerging market crises and, more spe-
cifically, the present Argentinean crisis, made clear that financial 
liberalization policies must be accompanied by regulations that 
widely control for banks’ risk, and prevent excessive credit ex-
pansion. Emerging market economies, probably because of a lack 
of domestic savings to sustain growth, are very dependent on 
capital inflows. In this sense banking systems in emerging mar-
kets face particular risks not shared by those of mature econo-
mies. As a consequence, the regulatory standards for emerging 
economies’ banking systems need to be revised in light of recent 
experiences, including this of Argentina and might probably de-
part in some aspects from those of developed countries. 



Appendix A: Descriptive statistics 
 

First Period - Daily Observations from 11/08/00 to 12/13/00 
 
 
 
Variable          |      Mean   Std. Dev.       Min        Max |    Observations 
------------------+--------------------------------------------+---------------- 
                  |                                            | 
Dep Chg   overall | -.0017427   .0167176  -.1276654   .0759721 |     N =     702 
          between |             .0040413  -.0179191   .0021179 |     n =      27 
          within  |             .0162397  -.1315259   .0826022 |     T =      26 
                  |                                            | 
EMBI+     overall |  .0853077   .0044561        .08       .099 |     N =     702 
          between |                    0   .0853077   .0853077 |     n =      27 
          within  |             .0044561        .08       .099 |     T =      26 
                  |                                            | 
Dev Risk  overall |  .0288577   .0072848      .0157      .0441 |     N =     702 
          between |                    0   .0288577   .0288577 |     n =      27 
          within  |             .0072848      .0157      .0441 |     T =      26 
                  |                                            | 
IntRes    overall | -.0000442   .0118526   -.031032    .021452 |     N =     702 
  Chg     between |             6.91e-21  -.0000442  -.0000442 |     n =      27 
          within  |             .0118526   -.031032    .021452 |     T =      26 
                  |                                            | 
SysLiq    overall | -.0024188   .0196962  -.0482567   .0369401 |     N =     702 
  Chg     between |                    0  -.0024188  -.0024188 |     n =      27 
          within  |             .0196962  -.0482567   .0369401 |     T =      26 
                  |                                            | 
Dep Int   overall |  .0897144   .0164912   .0535315   .1390025 |     N =     702 
  Rate    between |               .01392   .0649064   .1259509 |     n =      27 
          within  |             .0092252   .0662489   .1261632 |     T =      26 
                  |                                            | 
NPL       overall |  .1158408   .0641291   .0084033   .2545958 |     N =     702 
          between |             .0651012   .0096557   .2520667 |     n =      27 
          within  |             .0050523   .1046449   .1410317 |     T =      26 
                  |                                            | 
Leverage  overall |   7.91357   2.752343   2.296103   13.78632 |     N =     702 
          between |              2.78325   2.349799   13.69676 |     n =      27 
          within  |             .3243088    6.11244   9.026185 |     T =      26 
                  |                                            | 
LiqAss    overall |  .4238018   .1637607   .1618517   1.100725 |     N =     702 
          between |               .16485   .1711296   .9465269 |     n =      27 
          within  |             .0247232   .3552694   .5779996 |     T =      26 
                  |                                            | 
RiskRatio overall |  .7398063   .3013205   .3163343   2.286757 |     N =     702 
          between |             .2735014    .316438   1.818493 |     n =      27 
          within  |             .1365971  -.3137856   1.208069 |     T =      26 
                  |                                            | 
ROE       overall | -.0004017   .1731344      -.619       .212 |     N =     702 
          between |             .1758453  -.5760769   .2023077 |     n =      27 
          within  |             .0125179  -.0724017   .0315983 |     T =      26 
                  |                                            | 
Pub Debt  overall |  .1681897   .0984686          0   .5324194 |     N =     702 
          between |              .098667   .0447619   .5172862 |     n =      27 
          within  |             .0175524   .0522859   .2197025 |     T =      26 
                  |                                            | 
Lassets   overall |  14.51566   1.565485   11.49232    16.6988 |     N =     702 
          between |             1.593639   11.55197   16.68956 |     n =      27 
          within  |             .0404054   14.32275     14.648 |     T =      26 
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Appendix A: Descriptive statistics 
 
 

Fourth Period - Daily Observations from 10/03/01 to 11/30/01 
 
 
 
Variable          |      Mean   Std. Dev.       Min        Max |    Observations 
------------------+--------------------------------------------+---------------- 
                  |                                            | 
Dep Chg   overall | -.0020339   .0192086  -.1278135   .1357786 |     N =    1118 
          between |              .001359  -.0054056   .0003114 |     n =      26 
          within  |             .0191623  -.1271458   .1364462 |     T =      43 
                  |                                            | 
EMBI+     overall |  .2294884   .0535835       .165       .337 |     N =    1118 
          between |                    0   .2294884   .2294884 |     n =      26 
          within  |             .0535835       .165       .337 |     T =      43 
                  |                                            | 
Dev Risk  overall |  .1339488   .0792442      .0209      .2896 |     N =    1118 
          between |                    0   .1339488   .1339488 |     n =      26 
          within  |             .0792442      .0209      .2896 |     T =      43 
                  |                                            | 
IntRes    overall | -.0077663   .0241976  -.1099429   .0884371 |     N =    1118 
  Chg     between |             8.85e-19  -.0077663  -.0077663 |     n =      26 
          within  |             .0241976  -.1099429   .0884371 |     T =      43 
                  |                                            | 
SysLiq    overall |  -.012233   .0338569  -.1670444   .0361719 |     N =    1118 
          between |                    0   -.012233   -.012233 |     n =      26 
          within  |             .0338569  -.1670444   .0361719 |     T =      43 
                  |                                            | 
Dep Int   overall |  .1445965   .0445682   .0058971     .39345 |     N =    1118 
  Rate    between |             .0273971   .0913558    .216395 |     n =      26 
          within  |             .0355521   .0355807   .3216515 |     T =      43 
                  |                                            | 
NPL       overall |   .117001    .065071   .0210613   .2842818 |     N =    1118 
          between |             .0661289   .0223714   .2649128 |     n =      26 
          within  |             .0050629   .0977128   .1372077 |     T =      43 
                  |                                            | 
Leverage  overall |  7.130276   2.659884   1.987443   12.51634 |     N =    1118 
          between |             2.699826   2.094587   12.33422 |     n =      26 
          within  |              .244951   6.398566   7.896829 |     T =      43 
                  |                                            | 
LiqAss    overall |  .3406664   .1339355    .139216    .721059 |     N =    1118 
          between |              .131471   .1460853   .6678507 |     n =      26 
          within  |              .036111   .1797419   .4942762 |     T =      43 
                  |                                            | 
RiskRatio overall |  .8117003   .1991608   .4615504    1.30476 |     N =    1118 
          between |             .2022858   .4695609   1.301289 |     n =      26 
          within  |             .0168547    .766249    .859316 |     T =      43 
                  |                                            | 
ROE       overall |   .038398   .1522134      -.498       .245 |     N =    1118 
          between |             .1548696  -.4959535   .2313256 |     n =      26 
          within  |              .009283   .0128166   .0628166 |     T =      43 
                  |                                            | 
Pub Debt  overall |  .1789159   .1218187   .0115506   .5606958 |     N =    1118 
          between |             .1236194   .0117107   .5368292 |     n =      26 
          within  |             .0115166   .1458176   .2135902 |     T =      43 
                  |                                            | 
Lassets   overall |  14.40872   1.476486   11.54434   16.65334 |     N =    1118 
          between |             1.504156   11.58068    16.6258 |     n =      26 
          within  |             .0509541   14.25866   14.55195 |     T =      43 
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Appendix A: Descriptive statistics 
 
 

Third Period - Daily Observations from 07/04/01 to 08/23/01 
 
 
 
Variable          |      Mean   Std. Dev.       Min        Max |    Observations 
------------------+--------------------------------------------+---------------- 
                  |                                            | 
Dep Chg   overall | -.0030097   .0211981  -.1418831   .2761466 |     N =     945 
          between |             .0023305  -.0059087   .0059028 |     n =      27 
          within  |             .0210742   -.141323   .2767068 |     T =      35 
                  |                                            | 
EMBI+     overall |  .1479429   .0156342       .108       .176 |     N =     945 
          between |                    0   .1479429   .1479429 |     n =      27 
          within  |             .0156342       .108       .176 |     T =      35 
                  |                                            | 
Dev Risk  overall |    .13014   .0527865      .0331      .2462 |     N =     945 
          between |                    0     .13014     .13014 |     n =      27 
          within  |             .0527865      .0331      .2462 |     T =      35 
                  |                                            | 
IntRes    overall | -.0092627   .0160504  -.0527851   .0317441 |     N =     945 
  Chg     between |                    0  -.0092627  -.0092627 |     n =      27 
          within  |             .0160504  -.0527851   .0317441 |     T =      35 
                  |                                            | 
SysLiq    overall |  -.010507    .025036  -.0730543   .0418793 |     N =     945 
          between |                    0   -.010507   -.010507 |     n =      27 
          within  |              .025036  -.0730543   .0418793 |     T =      35 
                  |                                            | 
Dep Int   overall |  .1343854    .046594   .0356096   .3394246 |     N =     945 
  Rate    between |             .0316827   .0766406   .1971803 |     n =      27 
          within  |             .0346896   .0251516   .2784129 |     T =      35 
                  |                                            | 
NPL       overall |  .1086384   .0619701   2.73e-06   .2527004 |     N =     945 
          between |             .0630145   .0071577   .2523892 |     n =      27 
          within  |             .0035324     .09563   .1195929 |     T =      35 
                  |                                            | 
Leverage  overall |  7.359952   2.913578   1.002766   14.03401 |     N =     945 
          between |             2.958938   1.171146   13.68418 |     n =      27 
          within  |             .2212772   6.617905   8.241133 |     T =      35 
                  |                                            | 
LiqAss    overall |  .3778892   .1394887   .1604649    .828198 |     N =     945 
          between |             .1372431   .1959214   .7159774 |     n =      27 
          within  |             .0360533   .2833877   .4901098 |     T =      35 
                  |                                            | 
RiskRatio overall |  .7476076   .1725278   .4120837   1.294314 |     N =     945 
          between |             .1729232   .4187073   1.242117 |     n =      27 
          within  |             .0306663   .6525697   .8276396 |     T =      35 
                  |                                            | 
ROE       overall |   .009509   .1934354      -.641       .231 |     N =     945 
          between |             .1959993  -.6355143      .2272 |     n =      27 
          within  |             .0196258  -.0759767   .1110233 |     T =      35 
                  |                                            | 
Pub Debt  overall |  .1813685   .1196044          0   .5713592 |     N =     945 
          between |             .1170308   .0324004   .5463446 |     n =      27 
          within  |              .033201   .0829838   .2642189 |     T =      35 
                  |                                            | 
Lassets   overall |  14.35768   1.582355   11.18904   16.62506 |     N =     945 
          between |             1.611197   11.19015   16.60156 |     n =      27 
          within  |              .037272   14.19173   14.49743 |     T =      35 
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Appendix A: Descriptive statistics 
 

Second Period - Daily Observations from 02/12/01 to 03/29/00 
 
 

 
Variable          |      Mean   Std. Dev.       Min        Max |    Observations 
------------------+--------------------------------------------+---------------- 
                  |                                            | 
Dep Chg   overall | -.0016788   .0184057  -.1435201    .133002 |     N =     918 
          between |             .0021717  -.0070984    .004215 |     n =      27 
          within  |             .0182818   -.142646   .1384216 |     T =      34 
                  |                                            | 
EMBI+     overall |  .0797059   .0092835       .068       .105 |     N =     918 
          between |                    0   .0797059   .0797059 |     n =      27 
          within  |             .0092835       .068       .105 |     T =      34 
                  |                                            | 
Dev Risk  overall |  .0248265   .0358322       .002      .1508 |     N =     918 
          between |                    0   .0248265   .0248265 |     n =      27 
          within  |             .0358322       .002      .1508 |     T =      34 
                  |                                            | 
IntRes    overall | -.0051909   .0104921  -.0441333   .0144749 |     N =     918 
          between |                    0  -.0051909  -.0051909 |     n =      27 
          within  |             .0104921  -.0441333   .0144749 |     T =      34 
                  |                                            | 
SysLiq    overall | -.0045972   .0138227  -.0405928   .0219401 |     N =     918 
          Between |                    0  -.0045972  -.0045972 |     n =      27 
          within  |             .0138227  -.0405928   .0219401 |     T =      34 
                  |                                            | 
Dep Int   overall |  .0723492   .0182985   .0352953   .1754727 |     N =     918 
 Rate     between |             .0127986   .0564217   .1175108 |     n =      27 
          within  |             .0133014   .0207907   .1780825 |     T =      34 
                  |                                            | 
NPL       overall |  .1158698   .0637549   .0097216   .2637498 |     N =     918 
          between |             .0648197   .0100181   .2599017 |     n =      27 
          within  |             .0037812   .1075213   .1290448 |     T =      34 
                  |                                            | 
Leverage  overall |  7.742927   2.547417   2.376495   13.48041 |     N =     918 
          between |             2.573591   2.376945   13.36884 |     n =      27 
          within  |             .3229803   5.940052   8.858992 |     T =      34 
                  |                                            | 
LiqAss    overall |  .4635579   .3013001   .2091441   1.860654 |     N =     918 
          between |             .3061338   .2281273   1.817935 |     n =      27 
          within  |             .0208917   .3914991   .5081657 |     T =      34 
                  |                                            | 
RiskRatio overall |  .7089613   .1787898   .3260259   1.161617 |     N =     918 
          between |             .1765292    .344588   1.153872 |     n =      27 
          within  |             .0438711   .5756264   .7915019 |     T =      34 
                  |                                            | 
Roe       overall |  .0065479   .1849755      -.603       .236 |     N =     918 
          between |             .1881676  -.6018529   .2348529 |     n =      27 
          within  |             .0091143  -.0244227   .0565773 |     T =      34 
                  |                                            | 
Pub Debt  overall |  .1669333   .1077501          0   .4953106 |     N =     918 
          between |             .1084544          0   .4803203 |     n =      27 
          within  |             .0164621   .1111726   .2014519 |     T =      34 
                  |                                            | 
Lassets   overall |  14.52343   1.571357   11.39227   16.76556 |     N =     918 
          between |             1.599821   11.43735   16.65583 |     n =      27 
          within  |             .0429288   14.38765   14.65839 |     T =      34 
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Appendix B: Spearman Correlations 

 

Dep Change EMBI Deval Risk Non Del Fwd IntRes Change SysLiq Change

Dep Change 1

EMBI -0,251 1

Deval Risk -0,132 -0,154 1

Non Del Fwd 0,034     0.692*** -0,081 1

IntReq Change 0,049  -0.339* 0,155 -0.380* 1

SysLiq Change 0,064   -0.428** 0,116 -0.304    0.796*** 1

Dep Change EMBI Deval Risk Non Del Fwd IntRes Change SysLiq Change

Dep Change 1

EMBI -0,284 1

Deval Risk -0,286     0.840*** 1

Non Del Fwd   -0.362**    0.945***    0.875*** 1

IntRes Change 0,246   -0.498***  -0.390**    -0.439*** 1

SysLiq Change 0,198 -0,244 -0,181 -0.183    0.508*** 1

Dep Change EMBI Deval Risk Non Del Fwd IntRes Change SysLiq Change

Dep Change 1

EMBI -0.117 1

Deval Risk -0.047     0.522*** 1

Non Del Fwd 0.083     0.587*** 0.255 1

IntRes Change    0.428***  -0.279* -0.016 -0,047 1

SysLiq Change    0.583*** -0.211 -0.015 -0,027    0.796*** 1

Dep Change EMBI Deval Risk Non Del Fwd IntRes Change SysLiq Change

Dep Change 1

EMBI -0.289* 1

Deval Risk -0.156  0.378** 1

Non Del Fwd -0.226   0.636*** -0.041 1

IntRes Change  0.257* -0.342**  0.111 -0,045 1

SysLiq Change    0.521*** -0.309** -0.055 -0,066 0.697*** 1

Dep Change EMBI Deval Risk Non Del Fwd IntRes Change SysLiq Change

Dep Change 1

EMBI -0.228* 1

Deval Risk   -0.355***    0.843*** 1

Non Del Fwd -0.217*    0.978***      0.856*** 1

IntRes Change  0.275**  -0.283**  -0.198*     -0.301*** 1

SysLiq Change   0.457*** -0.163 -0.132 -0.151 0.771*** 1

*** Indicates statistical significance at 1%, ** at 5% and * at 10%.

First Period - Daily Observations from 11/08/00 to 12/13/00

Observations = 26

Second Period - Daily Observations from 02/12/01 to 03/30/01

Observations = 43

Whole Sample Period - Weekly Observations

Observations = 74

Observations = 34

Third Period - Daily Observations from 07/04/01 to 08/22/01

Observations = 35

Fourth Period - Daily Observations from 10/03/01 to 11/30/01
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Appendix C: Likelihood Ratio Test to evaluate models’ error structure using FGLS 

method 

Whole sample period - Weekly Observations 

 No autocorrela-
tion 

Common AR(1) 
process 

Specific AR(1) process to 
each bank 

No autocorrelation 
 Chi( 1 )= 1.30 

           (0.255) 

Chi( 26 )= 75.89 

           (0.000) 

Common AR(1) 

process 

  Chi( 25 )= 74.59 

           (0.000) 

 
 Homoscedastic error 

structure without 

cross-sectional corre-
lation 

Heteroscedastic error 

structure without 

cross-sectional correla-
tion 

Heteroscedastic error 

structure with cross-

sectional correlation 

Homoscedastic error 

structure without 
cross-sectional correla-

tion 

 

Chi( 25 )= 1814.9 

           (0.000) 

Chi( 350 )= 2374.3 

           (0.000) 

Heteroscedastic error 

structure without 
cross-sectional correla-

tion 

  

Chi( 325 )= 559.65 

           (0.000) 

 

First period - Daily Observations from 11/08/00 to 12/13/00 

 No autocorrela-

tion 

Common AR(1) 

process 

Specific AR(1) process to 

each bank 

No autocorrelation 
 Chi( 1 )= 50.84 

           (0.000) 

Chi( 27 )= 8.78 

           (0.999) 

Common AR(1) 
process 

  
Chi( 26 )=-42.07* 

 
 Homoscedastic error 

structure without 

cross-sectional corre-
lation 

Heteroscedastic error 

structure without 

cross-sectional correla-
tion 

Heteroscedastic error 

structure with cross-

sectional correlation 

Homoscedastic error 

structure without 
cross-sectional correla-

tion 

 

Chi( 26 )= 450.66 

           (0.000) 

Chi( 377 )= 2093.2 

          (0.000) 

Heteroscedastic error 
structure without 

cross-sectional correla-

tion 

  

Chi( 351 )= 1642.5 
           (0.000) 

 
* Negative values for the LR test indicates that the unrestricted model is mis-

specified. 
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Second period - Daily Observations from 02/12/01 to 03/30/01 

 No autocorrela-
tion 

Common AR(1) 
process 

Specific AR(1) process to 
each bank 

No autocorrelation 
 Chi( 1 )= 0.11 

        (0.741) 
Chi( 27 )= 72.89 

           (0.000) 

Common AR(1) 
process 

  Chi( 26 )= 72.78 
           (0.000) 

 
 Homoscedastic error 

structure without 
cross-sectional corre-

lation 

Heteroscedastic error 
structure without 

cross-sectional correla-
tion 

Heteroscedastic error 
structure with cross-
sectional correlation 

Homoscedastic error 
structure without 

cross-sectional correla-
tion 

 
Chi( 26 )= 694.1 

           (0.000) 
Chi( 377 )= 1342.7 

           (0.000) 

Heteroscedastic error 
structure without 

cross-sectional correla-
tion 

  
Chi( 325 )= 648.6 

           (0.000) 

 

Third period - Daily Observations from 07/04/01 to 08/22/01 

 No autocorrela-
tion 

Common AR(1) 
process 

Specific AR(1) process to 
each bank 

No autocorrelation 
 

Chi( 1 )= -0.11* 
Chi( 27 )= 2.35 

           (1.000) 

Common AR(1) 
process 

  Chi( 27 )= 2.47 
          (1.000) 

 
 Homoscedastic error 

structure without 
cross-sectional corre-

lation 

Heteroscedastic error 
structure without 

cross-sectional correla-
tion 

Heteroscedastic error 
structure with cross-
sectional correlation 

Homoscedastic error 
structure without 

cross-sectional correla-
tion 

 
Chi( 26 )= 1109.43 

           (0.000) 
Chi( 377 )= 1760.3 

          (0.000) 

Heteroscedastic error 
structure without 

cross-sectional correla-
tion 

  
Chi( 351 )= 668.4 

           (0.000) 

 

Fourth period - Daily Observations from 10/03/01 to 11/30/01 

 
No autocorrelation 

Common AR(1) proc-
ess 

Specific AR(1) process 
to each bank 

No autocorrelation 
 

Chi( 1 )= -0.04* 
Chi( 26 )= 31.75 

                  (0.201) 

Common AR(1) proc-
ess 

  Chi( 27 )= 31.80 
         (0.164) 
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 Homoscedastic error 

structure without 
cross-sectional corre-

lation 

Heteroscedastic error 

structure without 
cross-sectional correla-

tion 

Heteroscedastic error 

structure with cross-
sectional correlation 

Homoscedastic error 
structure without 

cross-sectional correla-

tion 

 

Chi( 25 )= 1048.8 
           (0.000) 

Chi( 350 )= 1524.9 
          (0.000) 

Heteroscedastic error 

structure without 

cross-sectional correla-
tion 

  

Chi( 325 )= 476.1 

           (0.000) 
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sovereign spread: 

is it purely fundamentals? 

I. INTRODUCTION 

The study of the behavior of the sovereign spread has been a 
permanent interest of the Chilean economic authorities since the 
issuance of the first bond in April 1999. This paper in part fulfills 
that need through the study of the determinants of the sovereign 
spread through two approaches. The first one involves the use of 
time series models to capture the main characteristics of the sto-
chastic process behind the behavior of Chile’s sovereign spread, 
by making use of daily data. The second approach involves the 
study of the determinants of the level of the sovereign spread, 
based on fundamental variables that, according to theory and 
previous empirical literature, should influence sovereign spreads 
behavior. This second approach is more limited than the first, 
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due to the rather short history of the sovereign spread, and the 
monthly frequency of fundamental variables data.  

The paper has the following structure: Section II briefly de-
scribes the different sovereign debt issuance’s by the Chilean gov-
ernment in terms of amounts and general conditions, and com-
pares the evolution of Chile’s sovereign spread with other emerg-
ing markets with Investment Grade rating and other countries of 
the Latin-American region. Section III is dedicated to the time 
series analysis of the spread using daily data, in terms of 
stationarity, ARCH effects, and the estimation of traditional 
GARCH models and Asymmetric GARCH models. In section IV 
we carry on the fundamentals analysis, first identifying the 
variables that determine the level of the spread and then 
estimating the corresponding models. Section V presents the 
conclusions. 

II. CHILE’S SOVEREIGN DEBT  

The Chilean government undertook its first bond issue in early 
1999 as a way to achieve several objectives. At first, sound and 
solid Chilean macroeconomic fundamentals had set a favorable 
environment for sovereign approaches to international markets. 
Indeed, one of the factors making suitable to direct public financ-
ing toward sovereign debt issuance was the extremely positive 
Chilean assessment by international investors. Since 1995, Chile 
has received A- rating by Standard & Poor’s (for long term debt 
in foreign currency) keeping a stable outlook in each review exer-
cise. All of these factors favored a bias toward external issues, in-
volving both a positive scenario for a first sovereign debt issuance 
and an attractive means for adequate management of public debt 
structure. 

Chilean corporations had begun debt issuance in late 1993 
(Compañía Sudamericana de Vapores), process that has contin-
ued until recently. Indeed, local companies have accumulated 
bond issues of US$ 7.5 billion from 1993 up-to-date, equivalent to 
25% of the total private external debt (US$ 32 billion). Given 
these developments in the corporate sector, a key factor behind 
the first sovereign bond issuance was to set a public benchmark 
for future corporate bond issues. In fact, corporate debt did not 
have a high degree of liquidity in international markets, reinforc-
ing the need for a reference value for institutional investors, in 
particular, for those who were focused on assets from investment 
grade countries. 



Á. ROJAS O., F. JAQUE S. 139 

Furthermore, most of emerging markets had already the 
chance to compare the private versus public cost of external fi-
nancing, since they had already issued sovereign bonds, setting a 
guideline for corporations in order to assess the best timing for 
potential bond issuance. Thus, investment banks follow the pre-
mium paid by local companies over sovereign spreads as a overall 
measure of financial soundness of an economy. 

As mentioned above, the first issue of sovereign bond made by 
the Chilean government was carried out in April 1999, for a total 
amount of US$ 500 million, a release spread of 169 basis points, 
and a ten year maturity. The following issue was done in mid-
October 2001, just a few weeks after the September 11 events in 
the U.S., amid high overall market volatility. The government 
had already begun the issuance process in the second half of 2001 
and decided to go on with it, considering the advanced stage al-
ready achieved at that moment. In the end, a total of US$ 650 
million were allocated to high grade investors and registered a re-
lease spread of 256 basis points, which was considered a well as-
sessed auction. This bond also had a ten year maturity.  

The third issue was carried out in April 2002, which involved 
not only a new U.S. dollar denominated bond, but also expanded 
government issues to European markets. In this case, the author-
ity issued a US$ 600 million five-year bond and a € 300 million 

Figure 1: Chilean Sovereign Spread
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three year bond. Based upon these new bonds, the Chilean gov-
ernment extended the yield curve for international instruments, 
covering five, seven and ten years horizon denominated in dol-
lars. Finally, the last issue was carried out in January 2003, for a 
total amount of US$ 1 billion, a release spread of 163 basis points, 
and a ten year maturity. Figure 1 presents the sovereign spread 
series for the US dollar bonds. 

Emerging markets spreads: investment grade economies 

The Chilean economy has outperformed Latin-American coun-
tries since mid 1980’s, in particular, its strong macroeconomic 
fundamentals and institutional stability has translated in a stable 
country-risk rating by both Moody’s (Baa1) and Standard & 
Poor’s (A-) during the period under study in this paper. 

Indeed, if we compare countries with investment grade cate-
gory and other Latin-American economies, namely Argentina and 
Brazil, we find significant differences between sovereign spread 
levels between 1999 and 2002. As shown in Table 1 and Figure 2, 
Investment Grade countries presented spreads with 160 to 230 
basis points range (Column 2). On the other hand, Latin-
American countries showed higher levels, moving within a range 
from 900 to 1,700 basis points in terms of the mean spread. Fur-
thermore, if we look at maximum levels reached by both groups, 
we realize that the poorest performer within investment grade 
economies, i.e. Poland, slightly exceeded 300 basis points in this 
sample, whereas the poorest performer from Latin America, i.e. 
Argentina, surpassed by far the 7000 basis points. However, it has  

TABLE 1. SOVEREIGN SPREADS INVESTMENT GRADE ECONOMIES 

 

Country 

 

Mean 

 

Std. Dev. 

 

Median 

 

Max. 

 

Min 

Observations 

(04/99-07/02) 

Investment grade 

Chile 178 32 179 245 86 846 

South Ko-

rea 

175 48 189 272 74 860 

Israel 164 20 167 217 99 600 

Malaysia 162 15 158 195 121 120 

Poland 228 36 234 307 148 860 

Latin America 

Argentina 1678 1722 801 7199 515 860 

Brazil 865 186 821 1727 626 860 
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to be kept in mind the fact that Argentina has declared selective 
default for its sovereign debt since late 2001. 

III.  TIME SERIES ANALYSIS OF THE SOVEREIGN SPREAD   

The data availability on the sovereign spread for the different 
sovereign bonds issued by Chile depend on the corresponding is-
suance date of each bond. For the 2009 bond, the data starts on 
April 21 1999, and for the 2012 bond the data starts on October 
23 2001. Table 2 presents the descriptive statistics for each bond 
for the corresponding sample period.1  

TABLE 2. DESCRIPTIVE STATISTICS OF CHILEAN SOVEREIGN BOND SPREADS 

 

 

Variable 

 

 

 Mean 

 

 

Std. Dev. 

 

 

Skewness 

 

 

Kurtosis 

 

 

Minimum 

 

 

Maximum 

No. Obs. 

(Trading 

Days) 

CHI 2009  177.9 31.94 -0.499 3.478 86 245 801 

CHI 2009 141.8 32.12 0.061 2.128 86 219 178 

CHI 2012 169.5 33.85 0.584 2.530 121 253 178 

 
1 The sample ranges from each starting date up to July 15 2002.  

Figure 2: Investment Grade Economies Sovereign Spreads 
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Throughout the paper, the analysis will be centered in the 
2009 bond, since it is the bond for which we have a longer his-
tory, and therefore a larger number of observations. The average 
spread for the 2009 bond was 178 basis points, reaching a maxi-
mum of 245 basis points in April 14, 2000, and minimum of 86 
basis points of March 28, 2002. A more complete characterization 
of the distribution of the data series can be made by calculating 
the skewness and kurtosis statistics. By computing this statistics 
we are able to compare the sample values relative to those of the 
normal distribution. Under the normal distribution, the value of 
the skewness statistic2 should be zero, because the normal distri-
bution is a symmetric distribution, and the kurtosis statistic3 
should be equal to 3. Therefore, if the estimated statistics from 
the data differ from these values, it is indicative of the fact that 
the distribution of the sovereign spread departs from the normal 
distribution. For the 2009 bond we get a value –0.5 for the skew-
ness statistic, which provides evidence of a distribution that has a 
long left tail, so that the spread is more likely to be far below the 
178 basis points mean than above it. 

The usefulness of the kurtosis statistic is that it measures the 
peakedness or flatness of the distribution of spreads. As men-
tioned above, we need to compare the estimated kurtosis statistic 
with the value of 3, in order to know if the distribution is lepto-
kurtic (values of kurtosis greater than 3) or platykurtic (values of 
kurtosis less than 3). For the 2009 bond we observe that the calcu-
lated kurtosis statistic is 3.5, above the critical value of 3, which 
indicates that the distribution is leptokurtotic, so that it has more 
mass in the tails than a normal distribution, what is usually called 
fatter tails. 

Aditionally, to test whether the series are normally distributed 
or not, we can make use of the Jarque–Bera test statistic. Under 
the null hypothesis of a normal distribution the Jarque–Bera sta-
tistic4 is distributed as a χ2 with 2 degrees of freedom. The advan-
tage of this test is that it is a joint test, since it measures the differ-
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ence of the skewness and kurtosis of each series of spreads with 
those from the normal distribution. The estimated value of the 
Jarque–Bera statistic is 40.9, so we reject the null hypothesis of 
normality for the 2009 spread at the 1% significance level.  

In order to check the time series properties of the data, we 
need to estimate the autocorrelation (ACF) and partial autocorre-
lation (PACF) functions to explore the possibility of fitting tradi-
tional time series model to the sovereign spread data. Table 3 be-
low presents the ACF and PACF for the spreads of the 2009 and 
2012 bonds.  

TABLE 3. ACF AND PACF, SOVEREIGN SPREADS 

 2009 Bond  2012 Bond 

Lag ACF PACF LAG ACF PACF 

1 0.990 0.990 1 0.976 0.976 

10 0.887 – 0.011 10 0.657 0.059 

20 0.774 – 0.007 20 0.355 – 0.002 

30 0.646 – 0.072 30 0.187 – 0.074 

40 0.491 0.001 40 0.047 0.026 

50 0.359 – 0.031 50 – 0.051 0.053 

60 0.251 – 0.072 60 – 0.148 – 0.051 

The autocorrelation function for the 2009 bond exhibits a very 
slow decay, which is indicative of a high degree of persistence in 
the series, since after 60 lags, the effect of a shock to the spread is 
still present. As a way of complementing the persistence exhibited 
by the autocorrelation function, we can calculate the half-life5 of a 
shock to the sovereign spread. The half life allows us to have an 
idea about how much time does it take for the sovereign spread 
to reduce to a half the impact of a shock. A large half–life value 
means that the process is very persistent, so that any shock to 
the sovereign spreads takes a long time to die out (as would be 
in the random walk case). A low half–life value means that the 
time it takes for a shock to reach half of its original level is 
shorter, indicative of lower persistence in the process. For the 
2009 bond, we get a half life of 40 trading days, that is, it takes 8 
weeks to dissipate half of the original shock. On the other hand, 
for the 2012 bond, we get a half life of 15 trading days, so it takes  
only 3 weeks to dissipate half of the original shock. It should be 
 

5 Half-life was calculated solving the following equation: ( ) 5.0 

1
=hγ . 
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noted that the samples for the 2009 and 2012 bonds are different, 
and therefore it is not surprising to find different half lives.  

Stationarity 

In order to check whether the sovereign spreads are stationary 
or not, we ran a series of unit root tests to check whether the se-
ries were stationary. A time series is stationary if the mean, vari-
ance and covariances are constants and do not change over time. 
If this result holds for the spreads series, we can say that the se-
ries are weakly stationary or covariance stationary.6 The relevance 
of checking for stationarity relates to shock persistence, in the 
sense that for a stationary series, a shock to the series has no 
permanent effect. On the other hand, if we have a non-stationary 
series, we will find that a shock to the series will actually have a 
permanent effect.  

The unit root tests we ran include the Augmented Dickey Fuller 
(ADF Tests), the ADF–GLS Tests by Elliot, Rothemberg and Stock, 
and the KPSS Test. Table 4 below presents the results of the ADF, 
under two different lag selection criteria, namely the AIC and SIC. 
The traditional unit root tests fail to reject the presence of a unit 
root in the series, under both lag selection criteria. Given the low 
power of the traditional unit root tests against the local alternative 
of a root close to, but below unity, we ran the ADF–GLS test, which 
is the most powerful invariant test against the local alternative.  

TABLE 4. ADF UNIT ROOT TESTS 

 Minimizes AIC  Minimizes SIC 

Variable ADF (µ) Lag (p) ADF (τ) Lag (p)  ADF (µ) Lag (p) ADF (τ) Lag (p) 

CHI 
2009 

– 2.203 3 – 2.537 3  – 1.977 0 – 2.285 0 

†: denotes rejection of hypothesis of a unit root at 1% significance level. ‡: denotes re-
jection of hypothesis of a unit root at 5% significance level. *: denotes rejection of hypothe-

sis of a unit root at 10% significance level. 

From the results given in Table 5 below, we can see that the 
ADF–GLS gives us some evidence that the spread of the 2009 
bond exhibits level stationarity, since the tests rejects the presence 
of a unit root at the 5% significance level.  
 

6 Formally, for a time series Xt to be coavariance stationary, we need that the fol-
lowing conditions hold: t  ,)( ∀= µ

t
XE , t  ,)( 2 ∀= σ

t
XV  and kt,   )(),( ∀=− kfXXCOV

ktt
. 
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TABLE 5. ADF–GLS UNIT ROOT TESTS 

 Minimizes AIC  Minimizes SIC 

Variable ADF (µ) Lag (p) ADF (τ) Lag (p)  ADF (µ) Lag (p) ADF (τ) Lag (p) 

CHI 2009 – 2.139‡ 3 – 2.158 3  – 2.139‡ 3 – 2.158 3 

†: denotes rejection of hypothesis of a unit root at 1% significance level. ‡: denotes re-
jection of hypothesis of a unit root at 5% significance level. *: denotes rejection of hypothe-
sis of a unit root at 10% significance level. 

In terms stationarity, the last test corresponds to the Kwia-
towski, Phillips, Shin and Schmidt (KPSS) test, which is one of the 
few tests that has a null of stationarity. The results presented in 
Table 6 presents evidence in favor of level stationarity for the 
spread series for a lag truncation parameter above 40 trading 
days.  

TABLE 6. KPSS TESTS 

  Lag Truncation Parameter (l) 

Variable Test 1 10 20 30 40 50 60 70 80 

µη  15.72† 1.59† 0.84† 0.59‡ 0.47‡ 0.39 0.35 0.32 0.30 
CHI 2009 

τη  6.81† 0.69† 0.37† 0.26† 0.21‡ 0.18‡ 0.16‡ 0.15‡ 0.14 

µη : corresponds to the test under the null that the series is level stationary. τη : corre-
sponds to the test under the null that the series is trend stationary. †: denotes rejection of 

hypothesis of stationarity at 1% significance level. ‡: denotes rejection of hypothesis of sta-
tionarity at 5% significance level. 

In summary, the traditional unit root tests fail to reject the 
presence of a unit root for the 2009 sovereign bond spread. 
However, the ADF–GLS provides evidence that the series is sta-
tionary around a certain level, result that is corroborated by the 
KPSS test, once a we consider a long lag truncation parameter for 
the purposes of estimating the long run variance of the series.  

ARCH effects 

The results obtained from the previous section, justify the need 
for a more parsimonious model in order to explain the behavior 
of the sovereign spread. Therefore, the following section will be 
devoted to examine the existence of ARCH effects in the 2009 
bond spreads, since from the observation of the series, we can see 
that it exhibits several episodes where positive (negative) shocks 
seem to be followed by positive (negative) shocks for some periods 
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of time, generating several clusters of up or downswings in the 
series that might be better captured by ARCH type models.  

In order to test for the presence of ARCH effects, we use the 
Lagrange Multiplier test of Engle (1982). Under the null hy-
pothesis, there are no ARCH effects in spreads, and the alterna-
tive hypothesis is that ARCH effects are present. The test involves 
a two step procedure: the first step involves estimating the mean 
regression, which will consist of a simple AR(1) specification of the 
form: Spreadt = δ + φ1 Spreadt-1 + εt. From this regression we 
need to recover the series of estimated errors ( ε̂ t), which will be 
used in the second stage. The second stage involves regressing 
the square of the estimated error terms on a constant and q-lags 
of the square of the estimated error terms. From this second stage 
equation, we can test for the presence of ARCH effects by con-
structing the statistic T*R2 (numbers of observations (T) times the 
coefficient of determination (R2)) which has a Chi-square distribu-
tion with q degrees of freedom. From the results presented in 
Table 7, we fail to reject the presence of ARCH effects, so a model 
that includes ARCH effects would better capture the behavior of 
the spread. 

TABLE 7. TEST FOR ARCH EFFECTS ON SOVEREIGN SPREADS 

 

Variable 

T*R2 

 Statistic 

 

Lags (q) 

 

P-Value 

CHI 2009 39.718 3 0.000000 

CHI 2012 13.726 2 0.001046 

†: denotes rejection of hypothesis of ARCH effects at 1% significance level. ‡: denotes 
rejection of hypothesis of ARCH effects at 5% significance level. *: denotes rejection of hy-

pothesis of ARCH effects at 10% significance level. 

GARCH (1,1) model 

In order to capture the ARCH structure of the errors, we will 
estimate an AR(1) model for the spread (mean equation) of the 
form: 

Spreadt = δ + φ1 Spreadt-1 + εt 

Given this specification, the unconditional mean spread will 
be: 

11
][

φ
δ
−

=tSpreadE  
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whereas the conditional mean spread will be 
111 ]|[ −− +=Ω ttt SpreadSpreadE φδ , where 1−Ω t  corresponds to the in-

formation set at time t–1. The unconditional variance of the 
spread under the AR(1) specification corresponds to:  

2

1

2

1
][

φ
σ
−

=tSpreadVar  

However, under GARCH type model, we relax the previous as-
sumption of constant conditional variance, and allow the condi-
tional variance to vary over time, so that the conditional variance 
takes the following general form: 

2

1

1
1

]|[
φ−

=Ω −
t

tt

h
SpreadVar  

Under GARCH(1,1) models the conditional volatility takes the 
following functional form: 

11

2

11 −− ++= ttt hh βεαω  

so we see that the conditional volatility depends on the square of 
the previous error term and on the previous conditional volatil-
ity. The interpretation of the 2

1−tε term corresponds to the news 
that have an impact on the conditional volatility. In terms of the 
sovereign spread series, good news correspond to negative shocks 

)0(
2

1 <−tε , since they would reduce conditional volatility, while bad 
news correspond to positive shocks )0(

2

1 >−tε , since they would in-
crease conditional volatility. It should be noted that in standard 
GARCH models, the effect of a shock on conditional volatility de-
pends only on its size, since the sign of the shock is irrelevant. As 
such, positive and negative shocks will impact conditional volatil-
ity in the same way. The parameters in this model should satisfy 
ω>0, α1>0 and β1≥0 to guarantee that ht≥0. Thus, the 
GARCH(1,1) model is covariance–stationary if and only if α1+ 
β1<1. In this case, the unconditional variance of the errors is 
equal to: 

11

2

1 βα
ωσ

−−
=  

In order to better capture the existence of ARCH effects, we es-
timated a model consisting of an AR(1) specification for the 
spread, and a GARCH(1,1) specification for the error terms. The 
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results presented in Table 8 show that the values of the parameters satisfy 
the requirements of covariance-stationarity, since α1+ 
β1=0.1132+0.8098=0.923 <1. The value of the unconditional variance 

of the errors is equal to 21.20
8098.01132.01

5563.1

1 11

2 =
−−

=
−−

=
βα

ωσ ba-

sis points.  

TABLE 8. AR(1), GARCH(1,1) MODEL FOR SOVEREIGN SPREAD  

Variable Coefficient z-Statistic 

Mean Equation 

Constant 170.1479 12.55 

Spreadt-1 0.9898 225.79 

 
Variance Equation 

Constant 1.5563 6.295 

2

1−tε  0.1132 6.843 

1−th  0.8098 31.449 

As mentioned before, one of the most interesting aspects of 
GARCH type models is the fact that we can say something about 
the effect of the size of shocks on conditional volatility, which is 
captured by the News Impact Curve (NIC), introduced by Pagan 
and Schwert (1990) and popularized by Engle and Ng (1993). It 
basically measures how new information is incorporated into 
volatility. More precisely, it shows the relationship between the 
current shock or news εt and conditional volatility 1 period ahead 
ht+1, holding constant all other past and current information. For 
the GARCH(1,1) model we see that the effect of either positive or 
negative shocks is symmetric, and so the sign of the shock does 
not affect the NIC. Figure 3 presents the NIC for the 
GARCH(1,1) model. We can see that a shock in t–1 of 10 basis 
points will have an impact of 29.4 basis points on the conditional 
variance of next period, whereas a 20 basis points shock in t–1 will 
have an impact of 63.2 basis points on the conditional variance of 
next period.  

One of the caveats of the GARCH(1,1) model is that it does not 
allow for different responses of the conditional variance in terms 
of the sign of the shock, so that positive shocks will have a differ-
ent impact on the conditional variance than negative shocks. In 
order to check whether positive and negative shocks have a dif-
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ferent impact on the conditional variance, we ran the Engle and 
Ng (1993) test for asymmetric effects. In order to conduct the 
test, we let −

−1tS denote a dummy variable that takes the value of 1 
when 1ˆ −tε is negative and 0 otherwise, where tε̂ are the residuals 
from estimating a model for the conditional mean of the sover-
eign spread under the assumption of homocedasticity. The tests 
examine whether the squared residual 2

t̂ε can be predicted by 
−
−1tS , 11ˆ −

−
− ttS ε and/or 11ˆ −

+
− ttS ε , where −

−
+
− −= 11 1 tt SS .7  

The results of the Engle and Ng tests are presented in Table 9. 
The first column corresponds to the Sign Bias test, which simply 
tests whether the magnitude of the square of the current shock 

)( tε  depends on the sign of the lagged shock )( 1−tε . We can see 
that the sign bias is not significant, which means that the sign of 
the lagged shock has no significant impact on the magnitude of 
the shock. The second and third columns present the Negative 
Sign Bias and the Positive Sign Bias, respectively. These tests ex-
amine whether the effect of negative or positive shocks on the 
conditional variance also depend on their size. The tests show 
substantial evidence of asymmetric ARCH effects, since both tests 
show that the size of the either negative or positive shocks do af-
fect the conditional variance differently. This result is corrobo-
rated by the last column, the general test, which consists of a joint 
test of the three previous measures of asymmetry.  
 

7 The test statistic are computed as the t-ratio of the parameter 
1

φ in the re-

gression: 
ttt

w ξφφε +−+= 1ˆˆ 10

2  where 
t

ŵ  is one of the three measures of asymme-

try, so that 
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TABLE 9. TEST FOR ASYMMETRIC ARCH EFFECTS ON SOVEREIGN SPREADS 

Sign Bias Negative Sign Bias Positive Sign Bias General Test 
 

Variable Test P-Value Test P-Value Test P-Value Test P-Value 

CHI 2009 – 0.196 0.422 –14.99 0.000 34.173 0.000 665.06 0.000 

The tests are applied to residuals from an AR(k) model, with k determined by the AIC. 

Nonlinear asymmetric GARCH models 

Given the evidence of asymmetric ARCH effects, we need to 
make use of GARCH models that capture this asymmetry. There 
are several models that are able to capture this asymmetry, such 
as the Threshold ARCH (TARCH) model by Zakonian (1990), the 
Exponential GARCH model by Nelson (1991) and the GJR-
GARCH model by Glosten, Jaganathan and Runkle (1993). Of 
the three models mentioned above, we will make use of a GJR-
GARCH model in order to capture the asymmetric effects of posi-
tive and negative shocks on the conditional variance. 

Under the GJR–GARCH model, the conditional variance takes 
the following functional form, that is obtained from the previous 
GARCH(1,1) model, but it assumes that the parameter of $ε t −1 de-
pends on the sign of the shock, that is: 

111

2

111

2

11 ]0[])0[1( −−−−− +>+>−+= tttttt hIIh βεεγεεαω  

where I[ ]⋅  is an indicator function. Under this specification, the 
conditions for nonnegativeness of the conditional variance (ht) are 
ω>0, (α1+γ1)/2≥0 and β1>0. The condition for covariance–
stationarity is (α1+γ1)/2+β1<1.8 Table 10 presents the results of 
estimating the GJR–GARCH model. 

From the values of the coefficients, we get that the uncondi-
tional variance under the GJR–GARCH model is equal to 

=
−+−−

=





 −+−

=
9055.0

2

)1259.00075.0(
1

723.0

2

)1(
1 1

1

2

βγα
ωσ 20.48 basis  

points, slightly higher than the unconditional variance under the 
GARCH(1,1).  

 
8 If this condition is satisfied, the unconditional variance of 

t
ε is: 
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TABLE 10. AR(1), GJR–GARCH MODEL FOR SOVEREIGN SPREAD  

Variable Coefficient z-Statistic 

Mean Equation 

Constant 168.56 7.00 
Spreadt-1 0.995 274.3 

 

Variance Equation 

Constant 0.723 6.62 

])0[1(
1

2

1
>− −− tt

I εε  -0.0075 –1.35 
]0[

1

2

1
>−− tt

I εε  0.1259 6.93 

1−th  0.9055 76.20 

One of the most interesting aspects of GJR–GARCH model is 
the fact that we can differentiate the effect of positive and nega-
tive shocks on conditional volatility. For the GARCH(1,1) model 
we saw that the effect of either positive or negative shocks is 
symmetric, and so the sign of the shock does not affect the NIC. 
However, for the GJR–GARCH model negative shocks have quite 
a different effect on conditional volatility. In fact, the news impact 
curve from this model differs significantly form the one obtained 
for the GARCH(1,1) model. Figure 5 presents the NIC of the 
GJR–Model, where we see that negative shocks, i.e. that the 
spread in the current period is below the spread of the previous 
period, will tend to reduce conditional volatility, while positive 
shocks, i.e. that the spread in the current period is above the 
spread in the previous period, will tend to increase conditional 
volatility, at a faster rate than that predicted by the GARCH(1,1) 
model. So when the Chilean sovereign spread is rising, it basically 
becomes a more risky asset, since it will have a higher conditional 
variance, whereas a reduction in sovereign spread has a very 
significant effect in actually reducing the conditional volatility. 
This implies that under times of turbulence in the region, where 
the Chilean spread might follow upward trends of the sovereign  

TABLE 11. EFFECT ON CONDITIONAL VARIANCE (HT) OF SHOCKS OF DIFFER-
ENT SIGN UNDER GJR-GARCH MODEL 

Negative Shock )0(
1

<−tε   Positive Shock )0(
1

>−tε  

Basis Points Impact on ht  Basis Points Impact on ht 

–20 17.103  20 70.462 

–15 18.415  15 63.202 

–10 19.352  10 32.692 

–5 19.915  5 23.250 
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spreads of either Brazil or Argentina due to contagion effects, 
necessarily resulted in higher volatility, but once contagion effects 
passed, the Chilean sovereign spread quickly became less volatile. 
As a way of quantifying these effects, Table 11 below presents the 
asymmetrical effects of positive and negative shocks on the condi-
tional variance. We can see that a negative shock in t–1 of 20 basis 
points will reduce next period’s conditional variance to 17.1 basis 
points, while a positive 20 basis points shock in t–1 will have an 
impact of 70.5 basis points on the conditional variance of next pe-
riod. The same result can be seen by comparing Figure 4 and 
Figure 5, which present the conditional variance series for the 
GARCH(1,1) model and the GJR Model. 

From the time series analysis of the sovereign spread series we 
can first say that shocks seem to be very persistent, so that it takes 
several trading days for them to dissipate completely. However, 
the series seems to be stationary around a certain level, once we 
control for the local to unity unit root of the process. As several 
other financial time series data, the Chilean sovereign spread se-
ries exhibits excess kurtosis, which can be better captured by 
GARCH type models. In particular, asymmetric GARCH mod-

Figure 4: GARCH(1,1) Model, Conditional 
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els, such as the GJR-GARCH have led us to the result that 
downward movements in the spread are followed by signifi-
cantly lower volatilities than upward movements of the same 
magnitude.  

The previous analysis has been based on the daily data of the 
sovereign spread, and involved mainly the use of time series 
tools. However, the level of the spread is mostly determined by 
macroeconomic fundamentals of each country. In the next sec-
tion, we estimate a model that explicitly takes into account the in-
fluence of such factors on the level of the spread. 

IV. SOVEREIGN SPREAD FUNDAMENTALS ANALYSIS 

Regardless of the benefits of making use of high frequency data 
in terms of modeling the behavior of sovereign spreads in the 
very short run, the main driving forces of the medium to long 
run spread levels charged to emerging market economies are es-
sentially determined by macroeconomic fundamental variables. It 
is therefore necessary to analyze how these variables have deter-
mined the path followed by the Chilean sovereign spread. This 
section will be dedicated to explore the relationship between a set 
of relevant macroeconomic fundamental variables and the sover-
eign spread level. 
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Fundamental variables 

The variables to be included as determinants of the sovereign 
spread can be grouped into three broad categories. The first 
category corresponds to variables related to Chile’s external fi-
nancial position. The second category includes measures of ex-
ternal and domestic performance, and the third category corre-
sponds to international interest rates. 

The first category of variables corresponds to Chile’s external 
financial position, and the purpose of including these variables is 
to capture external investor’s assessment on the country’s posi-
tion. It is important to differentiate between solvency problems 
and liquidity problems. Our focus will be on liquidity, rather than 
on solvency problems. In order to have a measure of potential li-
quidity problems, we need to take into account elements such as 
outstanding external debt, both public and private, external li-
quidity measured by the level of international reserves and debt 
composition in terms of its maturity. Countries with higher over-
all levels of external debt face higher spreads, while countries 
with lower levels of outstanding debt face lower spreads. The hy-
pothesis behind this relationship is that an increase of external 
commitments involves higher pressure over external liquidity 
available in an economy. Increases in external debt should mean 
higher risk of the assets issued by the country increasing its debt, 
thereby forcing investors to require a higher yield on sovereign 
and corporate bonds. 

But not only the overall level of external debt is relevant for 
the spread charged to a certain country. As important as the 
overall level of external debt is its maturity structure, since a 
higher concentration of short term debt is viewed as seriously 
compromising the country’s international liquidity. Therefore, 
even though an economy might exhibit an overall stable relative 
level of external debt, such as the one measured by the Total 
Debt to GDP ratio or Total Debt to international reserves ratio, a 
higher concentration in short-term debt would necessarily trans-
late into a higher spread. 

The second set of variables corresponds to variables related to 
the economic performance of the Chilean economy. Regarding 
external performance, the behavior of exports becomes a key in-
dicator, since it reflects the country’s ability to generate interna-
tional resources, that in part might be used to serve the external 
debt. Chile’s overall performance, as a small open economy, is 
highly dependent on the evolution of its export base, so that 



Á. ROJAS O., F. JAQUE S. 155 

higher performance in terms of exports should lower the spread, 
as the country is able to generate a higher level of international 
resources. Regarding domestic performance, domestic growth 
should reduce sovereign spread levels due to several reasons. 
First, higher domestic growth reflects a higher level of productiv-
ity relative to other emerging market economies, impacting posi-
tively the price of sovereign bonds, and reducing spread levels. 
Second, higher domestic growth should also translate into higher 
revenues by the government, increasing the resources that might 
be used to service the debt, and also reducing the level of the sov-
ereign spread. 

The third set of fundamental variables correspond to interna-
tional interest rates, where we will focus on the effects of U.S. in-
terest rates.9 In addition to the direct impact of changes in U.S. 
interest rates on rates in developing countries, sovereign spreads 
have tended to move in the same direction as the changes in U.S. 
interest rates. This effect on developing country spreads was seen 
clearly in 1994 when a tightening of U.S. monetary policy was re-
flected in a substantial widening of spreads, and in 1998, when an 
easing of U.S. monetary policy in response to the flight to quality 
and the concerns about a U.S. credit crunch associated with the 
Russian default and the near demise of Long-Term Capital Man-
agement (LTCM) helped to restore global liquidity conditions 
and to reduce sovereign spreads somewhat. Most of these analy-
ses have tended to explore the role of global liquidity conditions, 
as proxied by a specific yield on a U.S. treasury security, on sov-
ereign bond spreads.  

From a theoretical perspective, a rise in U.S. policy interest 
rates could lead to an increase in emerging market spreads for 
several reasons. To the extent that emerging market bonds are 
risky (there is a probability of default), the yield on emerging 
market bonds would have to rise by more than any rise in the 
risk-free rate. To illustrate, if r and i represent the interest rate on 
the risk-free asset and the risky asset, respectively, and p is the 
probability of repayment on the risky asset, then the equilibrium 
condition is: 

0)1()1()1( ×−++×=+ pipr  

The interest rate spread, S, defined as the difference between 
the rate on the risky asset and on the risk-free asset, in equilib-
rium is then: 
 

9 Part of this section was taken from Arora and Cerisola (2001). 
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and its derivative with respect to r is (1 – p) / p, which is positive as 
long as p < 1. This says that as long as there is some risk of de-
fault, the rate on the risky asset will have to rise by more than any 
rise in the risk-free rate in order to compensate investors for the 
risk. A rise in U.S. rates could also raise emerging market spreads 
through its effects on the ability of debtor countries to repay 
loans. A rise in U.S. rates would tend to increase debt-service 
burdens in borrowing countries, which would reduce their ability 
to repay loans. In addition, as noted by Kamin and Kleist (1999), 
a rise in U.S. rates could reduce investors’ appetite for risk, lead-
ing them to reduce their exposure in risky markets, in turn re-
ducing available financial resources in borrowing countries. In 
terms of the above illustration, if the probability of repayment is a 
negative function of the risk-free rate (p = p(r), with p’ < 0), 
then the first derivative of S with respect to r is: 
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which is positive (since p < 1 and p’ < 0). This says that a rise in 
the risk-free rate raises the spread both because of the risk of de-
fault (the first term) and because that risk rises as the risk-free 
rate goes up (the second term). From a theoretical point of view, 
changes in U.S. interest rates, or likewise in global liquidity condi-
tions, would be expected to influence positively country risk and 
sovereign spreads in developing countries. 

In order to measure the effect of U.S. monetary policy we will 
make use of the federal funds rate, instead of the yield on a U.S. 
treasury security. Most of the specifications adopted so far in the 
literature have proxied U.S. monetary policy by the yield on U.S. 
treasury securities. However, shocks to U.S. treasury yields are 
not necessarily the result of changes in U.S. monetary policy. 

Finally, in order to capture the potential effects of the new is-
suance’s, and the effect it might have in the path followed by the 
spread, we included two dummies for each new issue, namely, 
October 2001 (2012 bond) and April 2002 (2005 and 2007 
bonds). The purpose of this dummy variables is to capture an in-
crease in the spread due to portfolio balance considerations, so 
that a larger amount of outstanding debt should necessarily imply 
a jump in the sovereign spread, since investors would be willing 
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to hold a larger amount of debt only if they are compensated 
through a larger premium. 

Fundamentals model and results 

The model specification to be estimated can be summarized as 
follows: 

tt

ttt

DummiesRatesInterestSU

VariablesePerformancVariablesPositionFinancialExternalSpread

εαα
ααα

+++
++=

43

210

)  ..(

) ()   (  

The estimation process considered a number of alternative 
specifications, in particular, for international liquidity and exter-
nal financial position. Several indicators related to the interna-
tional financial position of Chile were included in the estimated 
equations. These included external debt interest payments, port-
folio investment flows from non-resident and alternative interna-
tional financial prices. However, since they were not statistically 
significant, they were are not reported. Table 12 presents the re-
sults of the estimation of four alternative specifications, which in-
clude different measurements for the external financial position 
of the Chilean economy. 

In terms of the variables related to Chile’s external position, we 
see that the levels of either the total short term debt, or the total 
external debt are not statistically significant in determining the 
level of the Chilean sovereign spread. However, if we use the ra-
tio of short term debt to international reserves, which corre-
sponds to the most used indicator to measure international li-
quidity, we can see that it becomes significant in explaining the 
level of the sovereign spread, so that an increase in the short term 
debt to reserves ratio will necessarily imply a rise in the sovereign 
spread, due to the reduced international liquidity. The same re-
sult holds if we use the ratio of total external debt to international 
reserves as a measure of domestic international liquidity, since 
the parameter is now positive and statistically significant, but of a 
lower magnitude than the parameter obtained for the short term 
debt to reserves ratio, as shown by equations 2 and 4. 

Regarding the effect of performance measures, external per-
formance measured by exports had the expected negative sign, so 
that a positive trend in exports would reduce the sovereign 
spread. This result is consistent within the four specifications of 
the empirical model, in terms of statistical significance, parameter 
signs and parameter values. Turning to domestic performance, 
domestic growth, measured by the monthly index of economic ac- 
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TABLE 12. DETERMINANTS OF CHILEAN SOVEREIGN SPREAD 

Variables Equation 1 Equation 2 Equation 3 Equation 4 

1.42    Short Term Debt 
(1.62)    

 76.47   Short Term 

Debt/Reserves  (2.04)   

  0.95  Total External 

Debt    (0.16)  

   63.64 Total External 

Debt/Reserves     (2.07) 

– 1.50 – 1.31 – 1.32 – 1.45 Exports 

(– 2.35) (– 2.13) (– 2.02) (– 2.36) 

– 13.02 – 12.44 – 13.28 – 17.56 IMACEC 
(– 1.69) (– 1.65) (– 1.42) (– 2.29) 

13.45 16.67 15.12 17.47 Fed Funds Rate 
(5.63) (7.61) (6.59) (7.48) 

77.63 76.07 77.78 73.85 Dummy 2012 

(3.86) (3.86) (3.65) (3.75) 

– 47.93 – 46.91 – 45.31 – 50.51 Dummy 2007 

(– 2.35) (– 2.36) (– 2.12) (– 2.53) 

R2 0.73 0.74 0.71 0.74 

Adjusted R2 0.68 0.69 0.65 0.69 
N. Obs. 38 38 38 38 

NOTE: t-stats in parenthesis. 

tivity (Imacec), the estimated coefficients are consistently negative 
for the four estimated models, but the estimated coefficient is 
only significant in equation 4. Higher domestic growth should 
then results in lower sovereign spreads, since the likelihood of 
timely repayment increases. 

Turning to international interest rates, the federal funds rate 
shows a positive and statistically significant coefficient in all equa-
tions, as predicted by the theoretical considerations described 
above. A rise in the fed funds rate raises the spread both because 
of the risk of default and because that risk rises as the risk-free 
rate goes up. Therefore, changes in U.S. interest rates, or likewise 
in global liquidity conditions, would be expected to influence 
positively the Chilean sovereign spreads. 

A final word on the 2012 and 2007 dummies, which take into 
account the most recent issues undertaken by the Chilean gov-
ernment. The coefficient on the 2012 dummy shows a direct posi-
tive and statistically significant impact on the sovereign spread. 
Such a jump in the spread could in part be explained by portfolio  
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balance considerations, but it should also be noted that the 2012 
bond was also issued right after the 9/11 events, and so in part it 
reflects the market turbulence prevailing in those days, and not 
purely the portfolio balance effects on the new issuance. On the 
other hand, the 2007 dummy presents a negative effect on the 
sovereign spread of the 2009 bond. In fact, the issue spread was 
influenced by the very favorable conditions regarding the prevail-
ing market prices and a high yield oriented demand could have 
caused the change in sign of the 2007 dummy, thus showing a 
decreasing one time effect over the 2009 bond spread.  

V. CONCLUSIONS 

Chilean sovereign bonds have had a rather short but quite inter-
esting history, marked by world and regional turbulence since the 
first bond issuance in April 1999. Not only the Asian crisis af-
fected global markets, but also Brazil and Argentina. So a closer 
look at either the daily behavior of the spread series through time 
series models, or at the medium to long term determinants of the 
sovereign spread series is granted, since the sovereign spread has 

Figure 6: GJR-GARCH(1,1) Model, Conditional Variance 
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become the most clear indicator of the cost of external financing 
for the Chilean economy as a whole. 

Time series analysis of the spread show that shocks seem to be 
very persistent. However, the series seems to be stationary 
around a certain level, and it exhibits excess kurtosis, which can 
be better captured by GARCH type models. In particular, asym-
metric GARCH models, such as the GJR-GARCH have led us to 
the result that downward movements in the spread are followed 
by significantly lower volatilities than upward movements of the 
same magnitude. 

In terms of fundamentals analysis, using a model based on a 
reduced set of variables, we are able to explain the medium to 
long term behavior of the level of the spread. These variables in-
clude liquidity indicators (short term debt/reserves ratio), eco-
nomic performance variables (external and domestic), and U.S. 
interest rates. A higher short term debt to reserves ratio, i.e. 
lower international liquidity, should increase the sovereign 
spread. Improvements in either domestic or external perform-
ance should also reduce the spread of the sovereign bond. And 
finally, an increase in the Fed Funds rate, i.e. a tightening of the 
U.S. monetary stance, should increase the sovereign spread, as 
global liquidity is reduced. 

Appendix 1 

VARIABLE DEFINITIONS 

Variable Definition 

Short-term Debt Monthly change, 3 month moving average 

Short-term Debt/Reserves 
Ratio of short-term external debt to international re-

serves 

Total External Debt Monthly change, 3 month moving average 

Total External Debt/Reserves Ratio of total external debt to international reserves 

Exports Monthly change, 3 month moving average 

IMACEC Monthly change, 3 month moving average 

Fed Funds Rate Federal Funds Rate, Monthly Average 

Dummy 2012 Takes value 1 for October 2001 

Dummy 2007 Takes value 1 for March 2002 

SOURCES: Central Bank of Chile, Bloomberg. 
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discipline fiscal policy  

in emerging markets?:  

the role and dynamics  

of exchange rate regimes  

1. INTRODUCTION 

Traditionally, a strong emphasis on the causes of the traditional 
high inflation in emerging countries, and in particular in Latin 
America, has been placed on the fiscal dominance hypothesis. In 
emerging market economies, the argument goes as follows: the 
ability to obtain revenues through the fiscal system is weak; as a 
consequence, traditionally the financing of the deficits has been 
partially done through money creation by the Central Bank (sei-
gnoriage revenues), which in turn leads to higher inflation. 

The harmful effects of this practice on price stability and long-
term growth contribute to explain that the quest for macroeco-
nomic stability has typically had in the choice of the exchange 
rate regimes one of its central elements. Many countries based 
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their programs of economic stabilization on regimes of rigid or 
semi-rigid exchange rates. The rationale for this strategy is clear: 
fixing credibly the exchange rate allows to tie down inflation ex-
pectations; this induces a more disciplined behavior in economic 
agents, and in particular, on the fiscal sphere, since a fall in infla-
tion should drastically reduce seignoriage revenues, promoting 
fiscal discipline. 

Nevertheless, extensive empirical evidence has challenged this 
theoretical prior. In figure 1 we observe that fixed exchange rate 
regimes do not to improve primary balances, which has been the 
most used proxy for fiscal discipline, even if inflation –and there-
fore monetary seignoriage– are substantially reduced.1 It can be 
argued, as we do, that observed primary balances fail to capture 
the effect of pegs on fiscal discipline, since they miss the impact of 
seignoriage. However, when this problem is addressed by defin-
ing a shadow balance which account for the effect of seignoriage 
on the fiscal balance –see Annex 1– the outcome is also unclear as 
displayed in the last column for each regime 

Why do fixed exchange rates seem to fail in disciplining fiscal 
policy? Bits of such theory have been forwarded by several au-
thors, particularly for the case of Latin America. Most relevant is 
the contribution by Tornell and Velasco (1998), who show that 
fixing the exchange rate provides a free lunch in the short run in 
terms of inflation stabilization and reduces the incentives for fiscal 
discipline, relative to other stabilization programs based on flexi-
ble exchange rates. In other context, Gavin and Perotti (1997) 
and Gavin et al. (1997) have emphasised the relevance of borrow-
ing costs on the behavior of fiscal authorities, which may also be 
related to the existing exchange rate regime. Finally, an extense 
literature, recently surveyed by Calvo and Vegh (1998), has ana-
lysed the expansionary impact of fixing the exchange rate: ex-
change-rate-based stabilization schemes usually bring about rapid 
disinflation (due to the anchoring of external prices), an eco-
nomic expansion and a fall in real interest rates, which tend to 
reduce deficits, but these expansions are followed by recessions 
(boom and bust cycles).  

Taking into account these disperse contributions, this paper at-
tempts to articulate a comprehensive hypothesis to explain the 
failure of fixed exchange rates to reduce fiscal imbalances and to 
test it empirically. The hypothesis revolves around the idea that 
 

1 These data refer to emerging market economies in Latin America and East 
Europe. Details on the sample are given in the annex. 
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even if the pegs impose monetary constraints to finance the defi-
cits, other offsetting effects relax both the revenue-raising and fi-
nancial constraints for the government. The first of these effects is 
related to the cycle and, in particular to the ‘boom and bust’ con-
sequences derived from exchange rate stabilization. The second is 
through more favorable financing conditions after an exchange 
rate peg is implemented. 

The structure of the paper is as follows. In section two, the 
links between the fiscal constraint of the government and fiscal 
discipline are explained, and the concept of shadow balance in-
troduced. In section 3, we setup our hypothesis, which is devel-
oped empirically, after some econometric consideration (section 
4) in a two-stage approach in section 5. Finally, the hypothesis is 
made more robust by considering the dynamics triggered by 
pegging the exchange rate on the economy in section 6. The final 
section draws some conclusions. 

2. FISCAL CONSTRAINTS AND THE DETERMINANTS  

OF FISCAL DISCIPLINE 

The government budget constraint exposes the identity between 
the fiscal financing needs and sources, expressed in real terms 
and as a ratio of GDP: 

dfbdgrpb &≡−≡−+− )(                                      (1) 

The observed fiscal balance (fb) consists of the primary balance 
(pb) minus the interest payments on the stock of debt in the hands 
of the private sector (d), whose magnitude depends on the differ-
ence between the real interest rate (r) and the rate of growth (g). 
Fiscal balance is financed by increases in the stock of debt. Solving 
for the primary balance we derive the fiscal constraint of the gov-
ernment: 

[ ] pbgdrdd −≡+−&                                        (2) 

Note that seignoriage revenues (denoted by m) are not in-
cluded in this expression, but in fact the observed primary balance 
already conveys seignoriage revenues, which accrue to the public 
accounts during the fiscal year, although they are not directly ob-
servable. Indeed, with no seignoriage the registered balance 
would have been lower. Furthermore this consideration is par-
ticularly relevant when the focus is to investigate the impact of 
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the exchange rate pegs on fiscal discipline, as they constrain 
monetary policy and seignoriage. Therefore, we propose a modi-
fication to the above expression to take into account ‘ex post’ the 
seignoriage revenues, by substracting them from the primary bal-
ance. We denote such concept as shadow balance: sb = pb-m. 
Clearly, this measure has some problems since does not strictly 
correspond to the fiscal balance that would have been registered 
if no seignoriage would have been possible, since it can be cor-
rectly argued the observed primary balance is to a large extent 
endogenous to the ability to raise seignoriage. However, this ca-
veat is not possible to circumvent since it is a counterfactual. 
Modifying identity (1) we obtain an equivalent fiscal constraint 
with the shadow balance:  

[ ] sbgdrddm −≡+−+ &                                    (3)  

In spite of the mentioned problem, the shadow balance is our 
alternative gauge for fiscal discipline, and written in this manner, 
expression (3) not only illustrates the sources of financing fiscal 
disequilibria but also, when it is read from left to right, the de-
terminants of fiscal discipline: a reduction in the right hand side 
implies a constraint to the public finances and is due to induce 
higher fiscal discipline, and vice versa. 

The first element is monetary financing through seignoriage 
revenues (m). Indeed, revenues from seignoriage have typically 
been considered a special and heterodox form of taxation to fi-
nance deficits. Sargent and Wallace (1981) even suggested that 
inflation is a fiscal, rather than a monetary phenomenon because 
monetary policy is dominated by the financing needs of the gov-
ernment (the fiscal dominance hypothesis). Here lies the gist of 
the argument to link fixed exchange rate pegs with fiscal disci-
pline: since pegs limit monetary autonomy they will reduce sei-
gnoriage, forcing to larger fiscal discipline. 

The impact on fiscal discipline of the financing is captured by 
the second term ( rdd −& ). The increase in debt net of interest 
payments can be interpreted as the ability and scope to attract 
funds, both in the domestic and external markets, to cover the fi-
nancing needs of the government. Financing constraints are de-
termined by two intertwined aspects: the increase in indebted-
ness, ( d& ), and the cost and burden of debt (rd). An increase in the 
former reflects, under this view wider access and a relaxation of 
the financing constraint; on the contrary increases in the cost and 
burden of debt hardens the constraint. 
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The third term underscores the impact of growth, (g), and the 
cycle on fiscal discipline, suggesting that higher growth relaxes 
fiscal discipline. In expression (2) is at work the fact that higher 
rates of growth reduce the ratio of debt to GDP facilitating financ-
ing of the deficit, but this factor should be interpreted more 
loosely. Indeed, in expansions revenues are expected to increase 
and the fiscal constraints for the government would be relaxed.2

 

3. THE HYPOTHESIS 

The relevance of seignoriage and of the fiscal dominance hy-
pothesis in the literature explains the emphasis on the first factor 
in the attempts to explain fiscal discipline in emerging countries. 
From here, it follows that fixing the exchange rate should guar-
antee higher fiscal discipline: under a fixed regime the monetary 
creation process is constrained, and therefore monetary seigno-
riage is reduced and fiscal discipline enhanced.  

However, in a previous paper (Alberola and Molina (2001)) we 
showed that, although the first hypothesis holds, the second does 
not;3 that is, primary deficits are not significantly reduced when 
monetary seignoriage shrinks. The lack of a disciplining effect co-
incides with other evidence provided by Gavin and Perotti (1997), 
Tornell and Velasco (1998) or Calvo and Vegh (1999) which also 
used the primary deficit as measure of fiscal discipline. 

A first possibility for this result is to argue that primary deficits 
do not properly convey fiscal discipline and in particular the im-
pact of pegs therein, hence our alternative definition of shadow 
balance. 

Yet, provided the alternative gauge of fiscal discipline does not 
solve the problem, we should be ready to provide a hypothesis to 
 

2 In emerging countries, expenditures are not expected to depend so much 
on the cycle because the main cyclical item in expenditures in developed coun-
tries, unemployment benefits are not generalized in emerging countries. How-
ever, other indirect channels as higher support to firms or consumers in cyclical 
downturns could be possible. 

3 In that paper, the proposed explanation was that even under a fixed re-
gime financing the deficit through the central bank is feasible, at least in the 
short run. Indeed, we showed that fiscal seignoriage (measured as the transfers 
of money from the central bank to the government) is not constrained by fixing 
the exchange rate and, more importantly, that the primary deficit is negatively 
and significantly correlated with fiscal seignoriage, endorsing the idea that fiscal 
discipline is enhanced when fiscal seignoriage is reduced. 
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explain the result. We argue in what follows that, fixed exchange 
rates regimes relax both the revenue-raising and the financing 
constraint of the authorities and that this more than compensates 
its potential disciplinary effects through reduction of seignoriage. 
The following chart outlines our hypothesis, which is developed in 
a two-stage approach. 

The first stage focuses on the actual effectiveness of the cyclical 
and financial constraints on fiscal discipline. The propositions to 
test in this first stage are: 

i) A favourable cyclical position, mostly by increasing revenues, relaxes 
fiscal discipline. A strong version of this hypothesis would imply 
a negative relationship between the cycle and fiscal discipline, 
but this is perhaps a too strong assumption. Rather, what it is 
to be expected is an increase in primary expenditures, induced 
by higher revenues. Note that this is contrary to conventional 
wisdom, whereby expenditures should tend to be countercycli-
cal, due to the operation of automatic stabilizers as unemploy-
ment benefits. These stabilizers are all but absent in emerging 
countries. 
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ii) Reduced costs of borrowing and lower burden of debt relax fiscal disci-
pline, as hinted by Gavin et al. (1997). Therefore, we would ex-
pect to find a negative relation between the fiscal balances and 
the financing costs. Note that this is a quite strong hypothesis. 
Indeed, if causality is admitted to run in the opposite direction 
–from the fiscal balance to the borrowing cost– it should be ex-
pected a positive correlation between these variables. 

It is important to note that both expected effects may be closely 
intertwined. Lower borrowing costs are expected to be expan-
sionary and, viceversa, economic expansions may have an impact 
on borrowing costs. In a traditional IS-LM framework the impact 
would be positive, but in emerging markets confidence considera-
tions (high growth reinforcing economic confidence) might play a 
dominant role. This interconnection is also addressed in the em-
pirical analysis. 

The second stage tests the link between the exchange rate re-
gime and the determinants of fiscal discipline. The propositions 
to test are:  

i) Fixed exchange rates increase the level of activity, due to the anchor-
ing of expectations, the reduction of real rates and large capital 
inflows, which generate an expansionary cycle. 

ii) Fixed exchange rate regimes reduce the cost and burden of borrowing 
for the government, due to different factors, such as the disinfla-
tionary impact or the credibility of the regime, decreasing the 
risk premium. 

Note that most of these factors are expected to operate primar-
ily at the inception of the exchange rate. The time dimension, 
underlying the boom and bust literature mentioned in the intro-
duction, is hence bound to play a central role in our analysis.  

4. DATA AND ECONOMETRIC CONSIDERATIONS 

Before starting the analysis it is important to make several con-
siderations regarding the database and the variables and the 
econometric techniques used. 

The first regards to the choice of the sample, which is ex-
plained in more detail in annex 1. We take observations of 32 
emerging market economies and transition countries, of which 18 
belong to Latin America, 11 are European states in transition, 
plus Israel, Russia and Turkey. The sample for Latin American 
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countries, Turkey and Israel runs from 1972 to 2001, and for the 
European countries it starts, in the majority of cases, in 1990. 
From this wide sample we have excluded the observations corre-
sponding to inflation and seignoriage outliers, leaving a base 
sample of 598 observations. However, we use both samples, the 
one with the outliers and the one without them, to test for the ro-
bustness of the hypothesis. 

The definition of the variables is as follows:  

i) Fixed regimes identification is explained with more detail in the 
annex. The approach adopted is somewhat different from the 
IMF’s, whose strict definition of fixed exchange rate regimes 
leaves out important stabilization efforts through semi-fixed ar-
rangements, such as crawling pegs. Therefore, an alternative 
classification is produced, in which by examining more closely 
the nature of the exchange rate regimes, we expand the pro-
portion of fixed exchange regimes from 49% (which we ob-
tained from IMF’s strict definition) to 60%.4 In doing the esti-
mation regimes are defined by a dummy variable which takes 
the value of 1 for fixed regimes and 0 for the flexible cases. 
When there is a shift in regime, we assign a value of 1 for the 
year in which the change takes place if it is implemented in the 
first six months, and a value of 1 for the next year if it is im-
plemented from July onwards. 

ii) The choice of the variable which gauges fiscal discipline raises 
difficult questions. Clearly, fiscal statistics in emerging markets 
are typically fuzzy, with items off-balance and ‘skeletons’5. Even 
more relevant is the variable to define fiscal discipline. For the 
reasons put forward above we would in principle, prefer the 
shadow balance, that is, the primary balance net of estimated 
seignoriage revenues, which are measured, following the tradi-
tional definition by Fischer (1982) as the increase in the mone-
tary base relative to nominal GDP. However, this way of com-
puting the shadow balance has some caveats: not only, as ob-
served above, primary balance is to some extent endogenous to 

 
4 Recently Levi-Leyati and Sturzenegger (2002) and Reinhart and Rogoff 

(2002) have proposed alternative definitions. We plan to check our results with 
their database, but they roughly correspond to ours. Nevertheless, the results 
presented in the paper are robust to a change in the definition of the exchange 
rate regime (using IMF’s one yield very similar outcomes). 

5 Gavin and Perotti (1997) overcome this problem with a revised database, 
but we keep on national accounts. 



E. ALBEROLA, L. MOLINA 173 

the ability to raise seignoriage, but also the definition of mone-
tary seignoriage is an approximation which may not precisely 
apprehend the actual monetary financing of deficit. For this 
reasons, it is convenient to present the results for both the 
shadow and primary balance. This also facilitates comparison 
with previous contributions since their results have always been 
presented in terms of primary balances.6 We also use the com-
ponents of the fiscal balance, revenues and primary expendi-
tures, to gain further insight on the behavior of the public sec-
tor accounts. 

iii)The effect of the cycle is conveyed by the change in output gap 
relative to GDP. The trend GDP is filtered out through and H-
P decomposition. The alternative of using growth rate of GDP 
and introducing individual effects in the regressions yields very 
similar results, but given the different marked phases of 
growth in the region the output gap changes probably captures 
better the cyclical position.  

iv)Finally, we use two different variables to account for the cost 
and burden of borrowing which act as proxies of the financing 
constraints: interest payments of the public debt and the im-
plicit interest rate on this total debt. Higher interest payments 
–determined by the yield paid and the debt to finance- are ex-
pected to be associated with tighter financial constraints, either 
because rates will tend to increase when financing condition 
harden or because higher levels of indebtedness make financ-
ing increasingly difficult, or both. A second option is to dis-
pense with the level of indebtedness and to use the implicit rate 
on total public debt, calculated as total interest payments di-
vided by total public debt, that is, as the average interest rate 
on outstanding public debt.7 

All the variables, but the regime dummies, are expressed in 
terms of GDP. The final set of considerations is of econometric 
nature. 

First, the database suggests the use of panel techniques in the 
analysis. In panel data estimation, individual effects are customar-
ily included, but we consider that in some of our regressions this 

 
6 Overall fiscal balances have also been typically used, but to avoid excessive 

complexity in the table we do not present the results for this variable. 
7 The increase in public debt, which appear in the budget constraint of sec-

tion two is an inappropriate proxy because it may signal itself fiscal indiscipline. 
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is inadequate. In particular, when regressing the variables against 
the regime dummies the results on the regression would be dis-
torted; since introducing individual effects implies to subtract the 
cross-country averages from the variables in the regression, this 
would imply that what is regressed is the (cross-country) devia-
tion of the dependent variable on the (deviation of) the regime 
dummy, therefore distorting the relevant relation to explore 
which is the level of deficit on the exchange rate regime.8 In the 
rest of the cases we include individual effects. 

Second, the series show important inertia and the issue of unit 
roots may become a concern. Therefore, in the regressions on the 
exchange rates dummies the lagged value of the dependent vari-
able has been included. When we implement the instrumental 
variables technique, we address this problem using first order 
autoregressive correction for the residuals.  

Third, heteroskedasticity, which leads to an important loss of 
efficiency in estimation, although the estimates are still unbiased 
and consistent, is another problem which may arise in the data. 
Since we are interested in the significance of the parameters 
rather than in their value, it is important to correct the estima-
tions for heteroskedasticity. This is done by controlling for cross-
country variances. Related to this, the wide volatility advises to 
make use of weighted least square (WLS) estimation which place 
proportionally lower weight to more extreme observations. Even 
so, in a sample with several episodes of hyperinflations and de-
pressions, outliers are large. As we note before, the sample used 
in estimation filters out the upper ten per cent of the inflation se-
ries, although we also have used the whole sample to test for the 
robustness of our hypothesis. 

Finally, the issue of endogeneity and inverse causality is tack-
led. In the hypothesis presented underlies a causality from left to 
right in the chart (from the exchange rate regime to the cycle and 
financing constraint and from these to fiscal discipline). But it 
could be argued, for instance, that exchange rate regimes and fis-
cal discipline or borrowing costs are endogenous, that is, that 
they are determined at the same time, and consequently it is im-
possible to establish a clear relationship between them; or that the 
evolution of borrowing costs is a consequence of fiscal discipline, 
 

8 Note also that, if individual effects were considered, there would be no 
difference between countries with only one type of regime in the whole sample, 
since the resulting dummy value (which would be defined as deviation from the 
mean value of the regime) would be in both cases equal to zero. 
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and not vice versa as we suggest. Several venues are used. In par-
ticular, to solve the endogeneity issue we instrument the variables 
by the lagged value of the regressor and, in some cases, by an ‘ex-
ternal’ instrument (the current account balance as a percentage of 
GDP). Then we perform some Granger type causality tests. Also, 
the sign of the relationship may help to reveal the direction of 
causality. The focus on the temporal effects of exchange rates in 
the last section helps to address these problems, too. 

5. EMPIRICAL EVIDENCE 

Fixed exchange rates and fiscal discipline. The direct channel 

Figure 1 in the introduction showed graphically that fixed re-
gimes reduce inflation but they fail to improve fiscal discipline. 
Table 1 formally confirms the muted effect of fixed exchange rate 
regimes on fiscal discipline. First, we confirm that seignoriage 
revenues are reduced under fixed regimes.9 However, when the 
two measures of discipline are regressed against the regime, the 
parameter of the dummy is not significant, and it even takes a 
negative value for the primary balance. Neither is a significant ef-
fect found on the components of the primary balance: revenues 
and primary expenditures.10 All in all, fixing the exchange rate 
does NOT induce discipline on fiscal policy.  

First stage: factors determining fiscal discipline  

The levers of fiscal discipline under our hypothesis are the cy-
clical position and the financing constraint. As mentioned above, 
both factors may be intertwined, so table 2 displays the joint im-
pact of the cycle, measured as changes in the output gap, and our 
proxies for the external constraint on fiscal discipline. We com-
bine the cyclical position with both interest payments and the im-
plicit interest rate, so that there are three different regressions for 
each of the fiscal discipline variables. Furthermore, for each re-

 
9 For the sake of completeness, we have also regressed the fiscal discipline 

variables on seignoriage. Only the shadow balance is largely significant, but this 
is expected since the shadow balances is constructed using seignoriage revenues. 

10 When maintaining the full sample (with outliers) the impact on revenues is 
found to be negative and significant. The large reduction in inflation that coun-
tries experiences when fixing the exchange rate could lie behind this result. 
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gression the results, using both OLS and instrumental variables 
are displayed. The instruments used are the lagged regressors 
and the current account balance, and the results are very similar 
in both specifications. 

As shown in the table 2.a, we do not find any relation between 
the cyclical position of the economy and the primary balance. 
This is so because the cycle tends to increment fiscal revenues but 
also, primary expenditures (table 2.b). It seems that governments 
tend to make use the additional revenue they attain when activity 
grows to increase public expenditure. However, there is a positive 
and significant relationship between the cycle and the shadow 
balance, as an increase in activity leads to less seignorage reve-
nues in terms of GDP. 

The results for the financing constraint are robust for both the 
primary and shadow balance: a tighter financing constraint (in-
crease in interest payments or the implicit interest rate) brings 
about an improvement in the fiscal position. The correction in 
the fiscal balance is engineered by an increase in revenues and a 
decrease in expenditures (although for the interest rate the im-
pact on expenditures is non-significant).11 

In doing these regressions we have to deal with the issue of 
endogeneity. We tried to address this issue using instrumental 
variables technique, but we have too some indication that the 
casualty runs from left to right in the table (from the interest 
payments to the fiscal variables), which the sign of the coefficient: 
if the causality were from fiscal discipline to the financing con-
straint the expected signs would be the opposite (negative, that is, 
higher discipline leads to a reduction in the financing con-
straint). 

Finally, it is interesting to explore the link between the cycle 
and the financing constraint, which is displayed in table 3. For 
the case of the implicit rate the results are non significant, but we 
find a strong significant negative relation between the cyclical po-
sition and interest payments (although not with the implicit inter-
est rate). As mentioned above, in principle the direction of causal-
ity is unclear, and rather it could be thought of a simultaneous 
occurrence between both facts. To shed a bit more of light on the 
issue we have perform a Granger causality test, in both directions: 
the output gap is shown to Granger-cause the interest payments, 
while the opposite direction of causality is rejected by the test.  
 

11 When doing these regressions with the whole sample we loose the signifi-
cance, but not the sign and the relative value of coefficients. 
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Second stage: exchange rate regimes and the fiscal constraints  

Table 4 summarizes how the exchange rate affects the cycle 
and the costs of borrowing. Recall that the regime is captured by 
a dummy which takes value of one when the country has a fixed 
exchange rate. We find a significant negative effect on interest 
payments and interest rate on debt, but apparently there is no 
significant correlation between the fixed regime and the cyclical 
position. Therefore, fixing the exchange rate contributes to relax 
the financing constraint but it does not generate by itself an ex-
pansionary cycle.  

Wrap-up of the results 

Our hypothesis sustained that the favorable impact of fixing 
the exchange rates on fiscal discipline through the reduction of 
seignoriage revenues is offset by the relaxation of the financing 
constraint and an expansion of activity, which favors an increase 
in revenues.  

Considering together the evidence found so far the reduction 
of borrowing costs engineered by the peg plays a significant role 
in determining fiscal discipline: when a country fixes the exchange 
rate, it enjoys a softer financial constraint, and a softer financial con-
straint leads to a relaxation of fiscal discipline. Therefore, the first 
building block of our hypothesis finds strong empirical support. 

However, the results are weaker on the cycle channel. We find 
that expansions tend to have no effect on the primary balance 
This lack of effect is explained as we find an increase in revenues 
and in primary expenditures when activity gains momentum. On 
the contrary the effect is positive on the shadow balance due to 
the observed reduction in seignorage revenues as a percentage of 
GDP. Therefore, the direct evidence of the impact of the cycle on 
fiscal discipline is at best mixed. Notwithstanding this, an indirect 
impact of the cyclical position is hinted by its effects on the financ-
ing constraints, as we find a strong link between the cycle and in-
terest payments and the causality running from the cycle to the 
financing constraint. So in economic expansions, financing con-
straint relaxes and through this indirect way, the cycle would has 
an effect in relaxing fiscal discipline. 

But even if this interpretation was valid, fixed regimes have not 
been found to have a significant impact on the cycle, and this 
would undermine our proposition. This lack of significance 
maybe is due to the well known macroeconomic dynamics gener-
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ated after the fixing of the exchange rates. Indeed, it is insightful 
to develop this point in detail. 

6. THE DYNAMICS OF THE EXCHANGE RATE PEGS 

In this section we focus on the induced dynamics on the relevant 
economic variables of pegging the exchange rate. There exists a 
rich literature on the economic implications of exchange rate sta-
bilizations. Exchange-rate-based stabilization schemes (hereafter, 
ERBS) usually bring about rapid disinflation (due to the anchor-
ing of external prices) and an economic expansion. 

From a theoretical perspective, this initial expansion can be 
explained by inflationary inertia in the service sectors, which, in 
the aggregate, push down real interest rates (Rodriguez (1982)); 
or by the imperfect credibility of the new regime which favors 
present relative to future consumption, inducing a consumption 
boom in the initial stages of the peg (Vegh (1992)). Moreover, as 
our results (table 4) show, fixing the exchange rate reduce the 
borrowing costs, reinforcing these effects. Typically, the expan-
sion is coupled with a growing current account deficit and the 
appreciation of the real exchange rate. In the medium run, de-
mand exhausts its expansionary impulse and leads to recession 
and, most of times, to the collapse of the fixed regime. This is a 
brief account of the characteristic “boom-bust cycle” of ERBS. 
Econometric evidence on all this aspects is quite robust (Kiguel 
and Leviatan (1992) and references in Calvo and Vegh (1998)). 

This sort of dynamics is central to our hypothesis. Since fixing 
the exchange rate is the trigger for an expansion which is fol-
lowed by a slowing down of activity or a recession before the re-
gime is abandoned it is to be expected that the overall effect 
(which conveys the whole boom and bust cycle) is not significant, 
as we found in our econometric exercise (table 4). 

So it is convenient to explore in detail the behavior of the rele-
vant variables around the peg. The graphical analysis in figure 2, 
whose charts display the mean and one standard deviation of 
these variables before and after the fixing (t=1) is an appropriate 
starting point, but the high volatility of the series makes hard to 
draw robust conclusions from this visual inspection, so it is useful 
to complement it with a more formal analysis.12 
 

12 It is important to underline that here we are working with a different sam-
ple of that of previous sections. Specifically, we have eliminated fixed regimes 
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We base the econometric analysis on two different approaches 
comparing the periods before and after the peg: a cumulative 
time dummy analysis and a equal coefficient test. The results for 
selected variables are shown in table 5. The first approach applies 
time dummies which take a value of 1 in the year in which the 
peg is adopted (t=1), the year after (t+1) and so on. By sequen-
tially accumulating these dummies and using them as regressors, 
we can check the effects of the regime shift on the relevant vari-
ables. The shaded areas in the graph display the range of periods 
from the inception of the peg in which the cumulated peg 
dummy is significant. The second approach defines two dummys 
representing two periods of time (‘before’ and ‘after’ the peg, be-
ing ‘after’ year t, t+1 and so on), and test for the equalization of 
the coefficients of these dummys. If we find equal coefficients, we 
can conclude that the behavior of the variable before and after 
the new exchange rate policy is the same. 

The results are as follows: 
The disinflationary impact of the peg is evident from the graph 

(chart a) and it is confirmed by the econometric analysis. For the 
monetary seignoriage (chart b) visual inspection would suggest a 
clear reduction, and the parameter associated to the fixed regime 
is significantly lower. However, the cumulative dummy is only 
lower for the two first periods (table 5.a).  

On the primary balance (chart c) the impact seems to be posi-
tive, up to the third year, with cumulated improvements of one 
and a half of GDP. Beyond that point the improvements reverse 
and the variable returns to levels previous to the fixing. The 
econometric tests (table 5.b) only display a marginally significant 
value for the cumulative dummy between periods t and t+3. The 
results are more robust for the shadow balance. Now the cumula-
tive increase is around 2% of GDP; although the improvements 
subsequently reverse, and despite the results for seignoriage just 
described, the peg turns to improve significantly the shadow bal-
ance one year after the peg and for all the following periods, ac-
cording to the two econometric tests. 

Revenues (chart e) dramatically and continuously increase, 
around 7 percentage points of GDP at t+5, but primary expendi-

  
that last more than five years, those countries with no change in their regime in 
the whole sample, and some observations corresponding to fixed regimes de-
rived from Bretton Woods arrangements. So the results are not fully compara-
ble to those of section 3. 
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tures (chart f) also increase in parallel. In no case, there is an sta-
tistically significant change in the behaviour of the parameters, 
however (not shown) 

The ‘boom’ phase in the cycle is observable in chart g, lasting 
until the fourth year after the peg (t+3 in the chart).13 After that, 
there is a return to previous levels afterwards, coinciding with the 
bust phase of the cycle. The two econometric tests (table 5.c) show 
a significant increase due to the peg after the third and until the 
fifth year of the peg. 

Finally, the impact on borrowing costs (chart h and chart i) 
strongly supports the softening of the borrowing constraint, since 
they are consistently and permanently lower under fixed regimes: 
interest payments shrink around 1,6 percentage points of GDP, 
and it is particularly relevant the big reduction in the implicit in-
terest rate (7 percentage points). The econometric test supports 
these results (table 5.d). 

To sum up, in the charts it is observed that the improvement 
on the fiscal accounts exists but tend to be transitory. On the 
one hand, revenues substantially increase in terms of GDP and 
then tend to stabilize, but expenditure increases display higher 
inertia. The improvement in fiscal accounts is probably related 
to the expansion of activity after the peg and to the reduction of 
the fiscal burden. When the boom dissipates, revenues and the 
burden of debt stabilize but expenditures keep on growing, and 
this is reflected in the worsening of the primary balance. There-
fore, fixing the exchange rate trigger dynamics which have per-
verse effects on fiscal discipline: the deterioration of the fiscal 
stance at the end of expansion may even be an important ex-
planatory factor behind the final abandonment of the peg, as 
Kaminsky et al. (1996) show, in their work on exchange rate cri-
ses. 

7. CONCLUSIONS 

This paper has attempted to present and test a comprehensive ra-
tionale for the failure of exchange rates to provide fiscal disci-
pline, a result which is statistically robust in our database of 
emerging countries. Our hypothesis states that fixing the ex-
 

13 The chart with raw growth figures (not shown) illustrate a much more 
drastic change. The point here is that even using a more refine definition of cy-
clical growth the boom-bust hypothesis holds. 
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change rate has a negative impact on fiscal discipline through the 
relaxation of the fiscal constraint of the government. This effect 
offsets the beneficial impact on discipline that fixed exchange 
rates should have through the reduction in inflationary financing. 
In particular fixing the exchange rate reduces the cost and bur-
den of debt and enhances the ability to obtain revenues through a 
higher level of activity. 

The empirical test of these hypothesis has followed a two-stage 
approach in a panel analysis. The hypothesised channel from ex-
change rate pegs to lower cost of financing and relaxing of disci-
pline has found a strong empirical support. On the contrary, the 
second channel, through cyclical expansion and relaxing of disci-
pline is less robust: fixed regimes are not shown to have signifi-
cant impact on the cycle and the link between economic expan-
sion and fiscal disciplined has revealed blurred.  

In order to overcome this problem with the second channel we 
have explored the evolving dynamics that a peg engineers on the 
relevant variables and in particular on the cyclical position, an is-
sue on which the literature has focused. The results from this 
analysis is clarifying and strengthens our hypothesis, since it is 
shown that at its inception the peg generates an economic expan-
sion, and also softens the financing constraint. The ensuing dete-
rioration of the economic indicators reveals how the peg throws 
the seeds of its own destruction.  

Annex 1 

DATA SOURCES AND METHODOLOGIES 

This annex presents an overview of the data we have used in the 
empirical tests. We have selected 32 emerging markets economies 
and transition countries, of which 18 are from Latin America, 
other 11 are European transition countries, and the last three are 
Israel, Russia and Turkey.14 The selection is made on the basis 
that for all these countries the choice of exchange rate regime has 

 
14 Selected countries are Argentina, Bolivia, Brazil, Chile, Colombia, Costa 

Rica, Ecuador, Guatemala, Honduras, Mexico, Panama, Paraguay, Peru, Uru-
guay, Venezuela, Nicaragua, the Dominican Republic, El Salvador, Bulgaria, the 
Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovenia, Roma-
nia, the Slovak Republic, Croatia, and Israel, Russia and Turkey. 
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played and continues to play a central position in monetary policy 
strategies.15 

The bulk of the data are taken from the IMF’s ‘International 
Financial Statistics’. They include the official exchange rate, in 
units of local currency per US dollar (line ae), consumer prices 
(line 64), reserve money (line 14), the government deficit or sur-
plus (line 80), nominal and real GDP (lines 99), public debt (lines 
88 and 89) and the current account balance (line 78ald). Data for 
interest payments on public debt from the IMF’s ‘Government 
Finance Statistics’ and from World Bank database are used to 
construct series of primary deficit. Where it is possible, we have 
complemented these statistics with national data. In general, we 
have data from 1972 to 2001 for Latin American countries, Israel 
and Turkey, and from 1990 to 2001 for European transition 
countries and Russia. 

We define ‘seignorage’ as the annual change in reserve money 
scaled by nominal GDP, as in Fischer (1982). It is immediate to 
see that these calculations are equivalent to the definitions ap-
pearing in the text. To compute ‘shadow balance’ we simply sub-
tract monetary seignorage from primary balance. Consumer 
price indices are used to calculate the rate of inflation, and the cy-
clical position is computed as changes in the output gap –relative 
to GDP, derived from original real GDP series using a Hodrick-
Prescott type filter. The lambda used was 100. 

We have constructed a separate sample without inflation out-
liers since they may distort the results. Inflation outliers are de-
fined as those in the last decile of the sample, leaving observations 
whose inflation rate is less than 120% a year. This leaves a maxi-
mum of 598 observations although for some variables, most nota-
bly primary deficits, the availability of data is lower. 

A more contentious issue we had to deal with was the definition 
of the exchange rate regimes. Our main source of information 

 
15 Therefore, we have not included any Asian countries in the sample. It 

could be argued that we could have incurred in a sample selection bias, but we 
think that the almost similar economic structure of Latin America and European 
countries (high presence of the public sector in the economy, high and ineffi-
cient bureaucracy, import substitution strategy to develop, etc) and the necessity 
of stabilizing the economy both type of countries have, in contrast with Asian na-
tions, made the sample homogeneous and help us to avoid the bias. Moreover, 
we have performed the same sort of analysis using only Latin America countries, 
and the results, except for the primary expenditure, are very similar to those 
presented in the paper. 
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had to be, in principle, IMF’s ‘Exchange Rate Arrangements And 
Exchange Restrictions: Annual Report’, in which the IMF classi-
fied exchange rate arrangements as “Pegged”, “Limited flexibil-
ity”, and “More flexible arrangements”. So first of all we construct 
an ‘IMF sample’ taking fixed exchange rate regimes as those la-
beled as “Pegged” according to IMF. 

But this definition poses many problems, as it does not include 
some Exchange Rate Based Stabilizations (ERBS) instrumented 
via not strictly fixed exchange rates, like crawling pegs or crawl-
ing bands, which are labeled as “More flexible arrangements” by 
the IMF.16 The IMF itself recognizes this problem in a recent 
publication (IMF (1999)), and reclassifies many countries’ ar-
rangements from year to year. Finally, in 1999 issue of ‘Exchange 
Rate Arrangements…’, and in subsequent publications, IMF la-
bels the exchange rate regimes not as fixed or flexible like previ-
ously, but as currency boards, crawling pegs, target bands, etc., 
letting the reader to decide which is a pegged exchange rate an 
which is not. One of the best examples of the possible inadequacy 
of IMF’s previous definition is the Brazilian Plano Real, a “genu-
ine” ERBS dated in July 1994 which was instrumented within a 
crawling peg system from 1995 to January 1999, and which was 
labeled as “managed floating” by the IMF. 

Having this in mind, we have filtered the IMF sample and con-
structed an alternative to be used instead of the former. We have 
added some episodes of semi-fixed exchange rate arrangements 
that countries implemented with a clear stabilization objective.17 

 
16 Two recent papers, those by Reinhart and Rogoff (2002) and by Levy-Yeati 

and Sturzenegger (2002) also changes IMF’s strict definition. Reinhart and 
Rogoff distinguish between a “standard” definition of an e xchange rate regime, 
based on IMF’s classification, and a “natural” definition, based on the perform-
ance of the official exchange rate, declarations from the Government, the behav-
ior of the Central Bank, and so on. More or less, our modified sample coincides 
with the “natural” classification of Reinhart and Rogoff. Levy-Yeyati and Stur-
zenegger take five types of exchange rate arrangements, from floating to cur-
rency boards, not making any distinction between flexible and fixed regimes. 

17 This is the reason why we consider Brazil’1994 as a ERBS, although it was 
a crawling peg system, and a Money Based Stabilization Bolivia’1986, a country 
which currency has been depreciating against the US dollar at a much slower 
pace than the Brazilian’s one. However, in IMF (1999) Bolivia is considered 
again as a fixed exchange rate, as “the deviations of the market exchange rate 
from the official exchange rate (…) are extremely tight (…), and that the regime 
is in practice a crawling peg aimed at maintaining the competitiveness of the 
economy”. Finally, in most recent issues of IMF’s International Financial Statis-
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Finally, when a country changes its system we have changed its 
definition if the change occurs in the last six months of the year. 

In Table A.1 we show the differences between IMF stricter 
sample and our sample: 

TABLE A.1. DIFFERENCES BETWEEN SAMPLES 

Country Date IMF sample Modified sample 

Argentina 1979-1980 Flexible Fixed (Tablita) 
Argentina 1985-1986 Flexible Fixed (Plan Austral) 

Bolivia 1997-1998 Flexible Fixed 

Brazil 1986 Flexible Fixed (Cruzado) 
Brazil 1994-1998 Flexible Fixed (Plano Real) 

Chile 1978 Flexible Fixed 

Chile 1985-1999 Flexible Fixed 
Colombia 1992-1999 Flexible Fixed 

Ecuador 1995-1999 Flexible Fixed 

Honduras 1997-2001 Flexible Fixed 
México 1988-1994 Flexible Fixed 

Uruguay 1978-1982 Flexible Fixed (Tablita) 

Uruguay 1992-2001 Flexible Fixed 
Venezuela 1996-2001 Flexible Fixed 

Hungary 1995-2001 Flexible Fixed 

Latvia 1994-1996 Flexible Fixed 
Poland 1991-1999 Flexible Fixed 

SOURCES: IMF (1999) and own elaboration. 

Finally, in table A.2 we show the median of the main variables 
for the different exchange regimes, once we have filtered IMF’s 
definition: 

TABLE A.2. MAIN FEATURES OF THE SAMPLES: MEDIAN 

 Without outliers Whole sample 

Flexible regimes (observations) (225) (276) 
   Overall balance -1,76 -2,22 
   Primary balance 

   Revenues 

   Primary expenditures 
   Total expenditures 

0,33 

16,02 

15,19 
18,28 

0,24 

16,37 

15,67 
19,58 

   Inflation 19,75 26,48    

  
tics some countries are marked with an asterisk, denoting that “this country has 
a de facto regime which differs from its de iure regime”. These considerations 
show that the definition of the regime is not a easy issue. To define theses epi-
sodes we have consulted, among others, Kiguel & Liviatan (1992), Tornell & 
Velasco (1998), Hamann (1999) and IMF (1999).  
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TABLE A.2 (continued) 

 Without outliers Whole sample 
 

   Monetary seignorage 2,04 2,41 

   Real GDP growth 3,58 3,38 

   Interest payments 

   Implicit interest rate 

   Public external debt service 

   Output gap change 

   Shadow primary balance 

1,85 

6,38 

4,27 

0,19 

-1,77 

1,99 

6,28 

4,19 

0,03 

-2,23 

Fixed regimes (observations) (365) (420) 

   Overall balance -2,10 -2,12 

   Primary balance 

   Revenues 

   Primary expenditures 

   Total expenditures 

0,03 

17,55 

18,43 

20,71 

-0,05 

17,55 

18,18 

20,56 

   Inflation 13,05 13,42 

   Monetary seignorage 1,58 1,71 

   Real GDP growth 4,32 4,20 

   Interest payments 

   Implicit interest rate 

   Public external debt service 

   Output gap change 

   Shadow primary balance 

1,56 

5,17 

3,31 

0,93 

-2,05 

1,49 

5,16 

3,11 

0,90 

-2,06 

SOURCE: own calculations. 

As for the econometric technique, we have used panel data 
analysis with fixed effects when required (table 2 and table 3). 
We made the estimations via weighted least squares (WLS) and 
the heteroskedasticity is corrected with cross sectional vari-
ance. 
We present the results for the regressions using WLS with a lag of 
the dependent variable, to take account of persistence in the data 
(this is equivalent to take a first order autorregresive correction 
for the residuals). 

We also use instrumental variables (IV) to avoid endogeneity 
problems.18 The instruments used are first and, in some cases, 
second lag of the regressor (output gap, implicit interest rate), 
and lags of the regressor and the current account balance (inter-
est payments). When necessary, estimations are corrected for the 
presence of first order autocorrelation in the residuals. 

 
18 We think that endogeneity is not an issue in tables 1 and 4, as we made the 

assumption that the exchange rate regime choice is determined independently 
of the level of the primary balance or the interest payments. 
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Finally, we have filtered the sample eliminating observations of 
high inflation, specifically the upper ten percent of the inflation 
series (change in consumer prices higher than 120% a year). The 
line ‘outliers’ in the tables shows changes in the significance of the 
coefficients when the wider sample is used. 

Annex 2 

FIGURES AND TABLES CITED IN THE PAPER: 

 

FIGURE 1: EXCHANGE RATE REGIME AND FISCAL DISCIPLINE (a)

Source: own calculations.
(a) Medians of each variable.
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Table 1. Exchange rate regime and fiscal variables (a)

Seignorage Primary balance Shadow balance Accrued revenues Primary expenditures

Fixed regime -0,54 (***) -0,19 0,13 -0,21 -0,03
     (t-value) (-3,93) (-1,20) (0,57) (-1,46) (-0,20)
     Outliers � � � � (**)

(a) Estimation via WLS, including first lag of dependent variable in each case.
*, **, *** denote significance at 10%, 5% and 1% respectively.
� � � � in line "outliers" denotes that the estimation usig the whole sample (including outliers) changes the result
       with the restricted sample to significant
  •      in line "outliers" denotes that the result shown changes to non significant estimating the relationship
       with the whole sample (with outliers)
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Table 2.a. Combined effects on fiscal variables of cyclical position and financial variables

Primary balance Shadow balance

WLS (a) IV (b) WLS (a) IV (b) WLS (a) IV (b) WLS (a) IV (b)

Cyclical position 0,02 0,04 0,00 0,04 0,14 (***) 0,19 (***) 0,14 (***) 0,14 (***)
     (t-value) (0,83) (0,67) (0,11) (0,99) (4,05) (4,07) (3,90) (2,60)
     Outliers � � � � (*)         ••••

Interest payments 0,27 (***) 0,27 (***) --- --- 0,27 (***) 0,46 (***) --- ---
     (t-value) (5,87) (3,31) --- --- (4,02) (3,80) --- ---
     Outliers

Implicit interest rate --- --- 0,12 (***) 0,12 (**) --- --- 0,13 (***) 0,13 (*)
     (t-value) --- --- (4,54) (2,12) --- --- (3,43) (1,78)
     Outliers         ••••         ••••

(a) Estimation via WLS, including first lag of dependent variable in each case
(b) Estimation via 2SLS, using first lag of each regressor and the current account balance as instruments.
*, **, *** denote significance at 10%, 5% and 1% respectivley.
� � � � in line "outliers" denotes that the estimation usig the whole sample changes the result to significant
  •      in line "outliers" denotes that the result shown changes to non significant estimating the relationship with the whole sample

Table 2.b. Combined effects on fiscal variables of cyclical position and financial variables

Accrued revenues Primary expenditure

WLS (a) IV (b) WLS (a) IV (b) WLS (a) IV (b) WLS (a) IV (b)

Cyclical position 0,06 (***) 0,18 (***) 0,04 (**) 0,18 (**) 0,07 (***) 0,23 (***) 0,07 (**) 0,29 (***)
     (t-value) (2,93) (2,94) (2,02) (2,43) (2,64) (3,35) (2,49) (3,43)
     Outliers         ••••         ••••         ••••         ••••         ••••         ••••         ••••

Interest payments 0,11 (***) 0,21 (*) --- --- -0,12 (**) -0,22 (**) --- ---
     (t-value) (2,68) (1,92) --- --- (-2,32) (-1,99) --- ---
     Outliers

Implicit interest rate --- --- 0,06 (***) 0,14 (*) --- --- -0,06 (*) -0,01
     (t-value) --- --- (2,62) (1,79) --- --- (-1,93) (-0,11)
     Outliers         ••••         ••••

(a) Estimation via WLS, including first lag of dependent variable in each case
(b) Estimation via 2SLS, using first lag of each regressor and the current account balance as instruments.
*, **, *** denote significance at 10%, 5% and 1% respectivley.
� � � � in line "outliers" denotes that the estimation usig the whole sample changes the result to significant
  •      in line "outliers" denotes that the result shown changes to non significant estimating the relationship with the whole sample
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Table 3. Cyclical position and financial variables

a. Coefficients and significance:

Interest payments Implicit interest rate
WLS (a) IV (b) WLS (a) IV (b)

Cyclical position -0,03 (***) -0,46 (**) 0,03 0,27
     (t-value) (-3,61) (-2,17) (1,62) (0,75)
     Outliers

(a) Estimation via WLS, including first lag of dependent variable in each case.
(b) Estimation via 2SLS, using first lag of cyclical position as instrument.
*, **, *** denote significance at 10%, 5% and 1% respectivley.

b. Granger casualty test (c):

Null Hypothesis Rejected F-Statistic Probability
Output gap does not
Granger Cause interest payments

Null Hypothesis Rejected F-Statistic Probability
Interest payments does not
Granger Cause output gap

(c) Test using four lags.

Yes 5,34 0,00

No 0,72 0,58

Table 4. Exchange rate regime and factors of discipline (a)

Interest payments Implicit interest rate Cyclical position

Fixed regime -0,12 (**) -0,46 (***) 0,37
     (t-value) (-2,41) (-2,66) (1,38)
     Outliers

(a) Estimation via WLS, including first lag of dependent variable in each case.
*, **, *** denote significance at 10%, 5% and 1% respectivley.
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Table 5.a. Test of structural change (a)

Monetary seignorage

Accumulative (1) Equal parameters (2)

Before vs. t 0,21 Yes
t-value / significance level 0,55 0,330

Before vs. t to t+1 -0,40 (*) No
t-value / significance level -1,60 0,001

Before vs. t to t+2 -0,13 No
t-value / significance level -0,61 0,004

Before vs. t to t+3 -0,12 No
t-value / significance level -0,61 0,003

Before vs. t to t+4 -0,20 No
t-value / significance level -1,17 0,000

Before vs. t to t+5 -0,18 No
t-value / significance level -1,09 0,001

Table 5.b Test of structural change (a)

Primary balance Shadow balance

Accumulative (1) Equal parameters (2) Accumulative (1) Equal parameters (2)

Before vs. t 0,25 Yes 0,39 Yes
t-value / significance level 0,58 0,933 0,61 0,343

Before vs. t to t+1 0,28 Yes 1,08 (**) No
t-value / significance level 1,02 0,942 2,58 0,011

Before vs. t to t+2 0,34 Yes 0,77 (**) No
t-value / significance level 1,50 0,954 2,19 0,032

Before vs. t to t+3 0,34 (*) Yes 0,80 (**) No
t-value / significance level 1,65 0,991 2,54 0,024

Before vs. t to t+4 0,17 Yes 0,74 (**) No
t-value / significance level 0,88 0,579 2,52 0,030

Before vs. t to t+5 0,09 Yes 0,56 (**) No
t-value / significance level 0,49 0,419 1,98 0,069
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Table 5.c. Test of structural change (a)

Cyclical position: real gdp growth Cyclical position: output gap change

Accumulative (1) Equal parameters (2) Accumulative (1) Equal parameters (2)

Before vs. t 0,58 Yes 0,70 Yes
t-value / significance level 0,73 0,245 1,00 0,212

Before vs. t to t+1 0,14 Yes 0,54 Yes
t-value / significance level 0,26 0,371 1,12 0,176

Before vs. t to t+2 0,29 Yes 0,74 (*) No
t-value / significance level 0,62 0,225 1,81 0,068

Before vs. t to t+3 0,53 No 0,84 (**) No
t-value / significance level 1,29 0,098 2,34 0,037

Before vs. t to t+4 0,21 Yes 0,61 (*) No
t-value / significance level 0,56 0,227 1,84 0,089

Before vs. t to t+5 0,14 Yes 0,52 Yes
t-value / significance level 0,38 0,271 1,64 0,122

Table 5.d. Test of structural change (a)

Interest payments Implicit interest rate

Accumulative (1) Equal parameters (2) Accumulative (1) Equal parameters (2)

Before vs. t 0,18 Yes 0,21 Yes
t-value / significance level 1,28 0,754 0,53 0,340

Before vs. t to t+1 -0,12 No -0,10 No
t-value / significance level -1,31 0,003 -0,36 0,044

Before vs. t to t+2 -0,14 (*) No -0,02 No
t-value / significance level -1,78 0,001 -0,10 0,043

Before vs. t to t+3 -0,17 (**) No -0,18 No
t-value / significance level -2,46 0,000 -0,89 0,008

Before vs. t to t+4 -0,18 (**) No -0,17 No
t-value / significance level -2,86 0,000 -0,89 0,009

Before vs. t to t+5 -0,14 (**) No -0,12 No
t-value / significance level -2,36 0,000 -0,65 0,013

COMMON NOTE FOR TABLES 5.a TO 5.d:
(a) Estimation via WLS, including first lag of dependent variable in each case.
*, **, *** denote significance at 10%, 5% and 1% respectivley.
(1) Accumulative effect of fixing the exchange rate (time t=1) and maintain it two years (t+2), three years (t+3), and so on.
(2) Test of equal parameters in a regression of each variable on two dummys, one representing those years before fixing
the exchange rate, and the other the years after the peg. We show significance level (p-value) of the test, accepting the
hypothesis of equal coefficients when this p-value is higher than 0,10.
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FIGURE 2: EVOLUTION OF SOME VARIABLES AROUND THE PEG (a)
Chart a. Inflation rate Chart b. Monetary seignorage

Chart c. Primary balance Chart d. Shadow primary balance

Chart e. Public revenues Chart f. Public primary expenditures

Chart g. Real GDP growth Chart h. Output gap change

Chart i. Interest payments Chart j. Implicit interest rate on public debt

(a) Average value of the variables in the sample, plus and minus one standard deviation
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Building the dedollarization 

agenda: lessons from  

the Uruguayan case 

“I think one has to recognize that there is a social cost to excessive dollari-
zation... I think that what countries have to begin to do is to explore 

alternative ways of de-dollarizing gradually. Probably the most important 
kinds of vehicles for doing that have to do with a combination of taxation, 

information and regulation”: Joseph Stiglitz. 
November 11th 2001, extracted from an interview 

 in Radio El Espectador. 

I. INTRODUCTION 

Dollarization, since the early 70’s has been a topic of special inter-
est for Latin America and Uruguay in particular. However, after 
a surge in economic literature on currency substitution, where 
the effectiveness of monetary policy was the issue, the efforts to 
stabilize inflation relegated dollarization to a secondary role.  

Starting with the Asian crisis, balance sheet effects, and dollari-
zation in the case of Latin America have returned to the main 
stage in policy making. In Uruguay, even though the topic never 
lost its appeal, the apparently neverending appreciation of the 
national currency started in the midst of the 80’s made the efforts 
of the advocates of dedollarization fade as the debt ratios plum-
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metted. Since then some new spices have been added to the Uru-
guayan mix. Some were on the right track, as the regulation ban-
ning currency mismatches in the balance sheets of banks. Some 
were bad, as the dollarization of the last defense of long term sav-
ing on national currency, namely the Banco Hipotecario del Uru-
guay, the national mortgage bank. 

The development of (dollar) credit observed in the second half 
of the nineties was key to the generalized bankruptcy following 
the 2002 crisis. Additionally, such risk threatens to become a li-
ability to the taxpayers in an economy in which lobbying of inter-
est groups has resulted traditionally in bail outs by the govern-
ment.1 

In this paper we will first survey the characterization the litera-
ture has made of this phenomenon –its anantomy– with an aim at 
pointing out the problems –pathologies– that creates. Then we 
would try to set up a strategy to reduce the financial fragility de-
rived of non-marketable risks.  

The paper proceeds as follows. We start by surveying the litera-
ture on dollarization trying to focus on the Uruguayan case. 
Then we try to sketch some unexplored paths to set up future 
work. We finish by setting up the basis for a strategy to reduce 
the financial vulnerability of our economy. 

II. URUGUAY AND THE DOLLARIZATION DEBATE 

We first study the causes and then the consequences of dollariza-
tion. In order to do that in a better way, we will survey the litera-
ture and simultaneously introduce the Uruguayan case.  

II.1. The causes of dollarization 

1) Incomplete Markets 

The early literature on dollarization focused on the causes of 
the phenomena, emphasizing the temporal sequence of events 
that led to currency substitution. 

More recently, Caballero and Krishnamurthy (2000, 2003 a 
and 2003b) explain credit dollarization as a problem of incom-
 

1 As of September 2003, the political system has managed to avoid a legal bail 
out of debtors in US$. However, political pressure continues to be strong, and 
has derived in an administrative bail out in public banks. 
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plete markets at a domestic scale. In countries with financial re-
strictions national currency denominated external debt would 
operate as an insurance against real exchange rate shocks. How-
ever, when there are financial restrictions, domestic agents would 
underestimate the risk of borrowing in dollars in order to insure 
their own financing, generating a negative externality for the 
economy as a whole. 

In Uruguay, the dollarization of assets started as a result of the 
lack of peso denominated financial alternatives in a chronic infla-
tion country. The process of inflation that started in the 50’s de-
teriorated the confidence of the population in the national cur-
rency. At the same time, interest rate ceilings and the lack of infla-
tion indexed assets forced savings out of national currency and 
into dollar denominated assets. In the mid 50’s banks started to 
take dollar deposits. At first, since foreign currency deposits were 
not allowed by regulation, banks held dollar deposits as off bal-
ance sheet obligations. When the monetary authority allowed dol-
lar deposits in 1962, they started to accept them openly.  

In 1969, twenty years after the start of the inflationary process 
and still under a framework of financial repression, the govern-
ment created a wage indexed unit of account (UR), in what con-
stituted the first attempt to compete against the dollar (not con-
sciously). Even though the UR was limited to housing savings and 
to issues of the BHU –Banco Hipotecario del Uruguay (public mort-
gage bank)–, the market of long term papers in UR had a healthy 
take off, and many Uruguayans saw this unit as an attractive 
means to save. The stock of UR investment grew steadily until it 
reached 1,6% of GDP in 1979. Then the BHU, urged by cash-
flow problems, defaulted on the adjustment mechanism of OHR 
(long term UR indexed papers). This default killed the UR mar-
ket, and the public reliance on the BHU. Not surprisingly, BHU 
would fail some years later in its attempts to open a CPI indexed 
market.2 

With the BHU instruments out of the way, the dollar returned 
to be the only option for long term savings.  

2) Portfolio explanations 

Even in economies that developed fair alternatives to the dol-
 

2 The CPI instruments of BHU lacked appeal also for two reasons. First, the 
indexation was monthly (not daily) and the papers had little liquidity. Then, the 
papers were lagged two months on inflation. 
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lar, including Chile as the top of the group with its successful ex-
perience with the CPI indexed Unidad de Fomento (UF), dollari-
zation had its way whenever there were no explicit bans on dollar 
denominated assets (as in the case of Brazil).3 One of the main 
explanations for this phenomenon is provided by the portfolio 
approach.  

Taylor (1985) adopts this argument to the portfolio choices of 
households. Ize and Levy-Yeyati (1998) use a portfolio model to 
explain both the dollarizations of deposits and credit. Calvo and 
Guidotti (1990) use this approach to explain the dollarization of 
public debt. Households would demand dollar denominated as-
sets when the correlation of their yield with other assets is nega-
tive and the variance of their yield is low. In the case of Uruguay, 
Licandro and Masoller (1998) have documented the negative cor-
relation between national income and the real exchange rate, 
meaning that the yield of dollar denominated assets rises when 
national income falls. This factor shows that, in the case of Uru-
guay, even if the factors that fostered dollarization would disap-
pear, some dollarization of deposits would remain.  

Ize and Levy-Yeyati (1998) extended this argument to the de-
cisions of deposit demand and credit supply of banks. Once 
more, the stochastic properties of assets and liabilities are the key 
for the increase on dollarizaton. It has already been pointed out 
by Pyle (1971) that when the yield of the credit portfolio has a 
positive correlation with the cost of the deposits, and a positive 
expected excess return, there are economies of scope on banking 
this kind of deposits. Furthermore, if there are a negative correla-
tion between national and foreign currency assets, the incentive is 
even greater. Ize and Levy-Yeyati find that this explanation can 
only explain partially the levels observed of dollarization. 
Céspedes, Chang and Velasco (1999) point out that this kind of 
argument is not able to justify the high levels observed of dollari-
zation. 

3) Time Inconsistency and lack of credibility of Monetary Policy 

As we stated in point (1), the time inconsistency problem of 
monetary policy has been one of the factors that contributed the 
most to the dollarization in Latin American countries. The sys-
 

3 In Brazil the demand for dollar denominated assets was canalized through 
the black market. These resources were held either abroad or outside the formal 
financial system. 



G. LICANDRO, J. A. LICANDRO 197 

tematic use of monetary surprise as a means of both prompting 
economic activity and reducing the real value of public debt, 
eroded the credibility of monetary policy, keeping Latin Ameri-
can countries in the high inflation equilibrium of Kydland and 
Prescott (1977) and Calvo (1978).  

The credibility of exchange rate policies was also depleted by 
the use and abuse of fixed exchange rate regimes that did not 
have the fiscal fundamentals to prevent the standard type of cri-
ses described by Krugman and Obstfeld. The sharp depreciation 
of the national currencies with respect to the dollar generated an 
additional reason to hold dollar denominated assets and stay 
away from national currency.  

Calvo and Guidotti (1990) pointed out that both the indexation 
and the dollarization of debt are ways to fight disbelief in mone-
tary policy. As the existence of nominal debt on national currency 
is recognized by the households as an incentive to generate infla-
tion, both the dollarization and the indexation of debt are ways of 
convincing the public of the commitment of the policymakers to 
inflation stabilization. This argument is extremely relevant to ex-
plain the dollarization of public debt in the case of Uruguay, Ar-
gentina and most recently Brazil, and the indexation of debt in 
the case of Chile. Fifty years ago, most debt was issued at a fixed 
rate in national currency. As inflation reduced the credibility of 
monetary policy, the cost of public debt issued in national cur-
rency skyrocketed. Additionally, most of these countries imple-
mented stabilization plans in the early nineties characterized for 
the use of the exchange rate as a nominal anchor. Obliged to is-
sue debt to face its obligations, the Governments were forced or 
tented to consider the use of “cheaper” sources of financing: in-
dexed instruments.4  

4) Warranties and Risk Miscalculation 

Caballero y Krishnamurthy (2000) formalize the idea that, in 
equilibrium, when there are incomplete markets, agents tend to 
miscalculate the macroeconomic effect of their microeconomic 
decisions. According to this authors, a private contract can inter-
nalize the currency mismatch risk embedded in the balance 
 

4 These sources seem to be cheaper in terms of interest rates, but what is 
gained in cash flows, is lost in strength. The dollarization of public debt in-
creases the fragility of public accounts, as the recent crisis in Latin America, 
namely, Argentina and Uruguay have shown. 
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sheets of the parts of the contract, but cannot internalize the sys-
temic consequences of a generalized process of dollarization. Burn-
side, Eichembaum y Rebelo (2000), on the other hand, show that 
the existence of warranties on the financial system, despite having 
expansionary effects in the short time, incentives the risk taking 
behavior of the private sector and, therefore, results in excessive 
exchange rate positions. As the government covers the risk, it is not 
priced in the interest rate, and foreign currency credit is perceived 
as “cheap”. A broad interpretation of this idea would categorize a 
fixed exchange rate system as a warranty. The private sector inter-
nalizes the future exchange rate path and this gives further incen-
tives to the dollarization of credit. In Uruguay this argument is 
appealing both on the sense that we have had different kind of 
warranties on the financial system and because fixed exchange 
rate regimes have been a constant of our economic history.  

Warranties, in Uruguay in particular, have been part of a mis-
designed Safety Net. One of them is the Implicit Deposit Insur-
ance scheme. Such scheme, supported by the Government, makes 
dollar-denominated deposits and loans cheaper for banks and 
depositors respectively both because, there were no limits for the 
insurance and the insurance itself was free (Bergara and Licandro 
2000). Another important historical reference is the tradition of 
generalized bail outs for debtors through “administrative” deci-
sions on public banks or compulsive refinancing on private banks 
by law.5 In this way, all agents involved in this moral hazard cock-
tail are completely insured by the State. More so since the regula-
tion of the banking sector does not incorporate the obligation of 
banks of having more capital if they are going to take on dollar 
credit to the non tradable sector. Broda and Levy-Yeyati (2003) 
call this prudential regulatory mistake as “currency-blindness” of 
regulation.  

II.2. Consequences of dollarization 

1) Credit dollarization and financial fragility 

The financial crisis of Argentina and Uruguay in 2001 and 
2002 reinforced the arguments for regulation punishing currency 
mismatches. Prudential regulation in several countries, particu-
larly in Uruguay, recognized this need only partially after the 
 

5 After the 82 debt crisis, three laws were passed to “restructure” the debts of 
the private sector.  
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1982 debt crisis, attacking the mismatch on the balance sheets of 
banks. However, since the same considerations did not apply to 
the credits of the banks, exchange rate risk remained disguised as 
credit risk. When bank debtors have a currency mismatch, large 
swings in the real exchange rate will generate large capital varia-
tions in the portfolio of the bank. 

The existence of implicit warranties, as argued in the previous 
section, reduces the incentives of the banking sector to recognize 
the risks involved in lending in dollars to sectors that have their 
income in national currency. Then, that risk is not priced and it is 
not incorporated in the interest rates charged in the credits to 
those sectors, further incentivating the dollarization of credit. In 
equilibrium, the share of this kind of assets in the portfolio of the 
banks is larger than what would be socially optimum.  

Other aspect of the emerging countries financial fragility is 
linked to the role of lender of last resort. Recently, Broda and 
Levy-Yeyati (2003) suggest that the cost of the lender of last re-
sort is larger in the case of foreign currency than in the case of 
national currency. National Central Banks cannot issue dollars, 
but they can issue national currency. The recent experience of 
Uruguay and Argentina supports this view.6 Therefore, similar li-
quidity requirements in both cases are implicit subsidies to the 
dollarization of the portfolios of banks. Therefore, the authors 
suggest that both liquidity requirements and the cost of deposit 
insurance should be higher for foreign currency deposits. Regu-
latory provisions preventing the deepening of dollarization were 
also suggested by the IMF on their document on Monetary Policy 
on dollarized economies.7 

2) Dollarization and fiscal policy 

In financially open chronic inflation countries, the evergrowing 
 

6 In both cases a banking panic and a run on public debt formed part of a vi-
cious cycle in which the deterioration of the sustainability of fiscal accounts 
worsened the panic on the banking sector, which in turn worsened the sustain-
ability of fiscal accounts. In the case of Uruguay, this perverse spiral was wors-
ened by the implicit warranty of the government on the banking sector. Fur-
thermore, in the Uruguayan case, deposits in domestic currency in public banks 
were not rescheduled. 

7 The IMF concerns were more on the side of finding effective tools to re-
duce dollarization to improve a country’s ability to manage monetary policy. De-
spite lacking a general equilibrium back up, their recommendations are pretty 
much on line with what has been suggested by the literature later on. 
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distrust on fixed interest rate bonds on national currency made it 
prohibitively costly to issue that kind of debt. When Uruguay 
made its first serious attempts to control inflation this problem 
became evident, leading to the dollarization of public debt. Uru-
guayan public debt was fully dollarized by the mid 70’s. When 
Uruguay had to abandon the “tablita” in November 1982, its debt 
to GDP ratio almost doubled, reaching unsustainable digits. This 
happened despite the Uruguayan government kept until 1981 
what most analysts, including the IMF, considered as a solid fiscal 
stance. Besides, the effect of the relative price adjustment on the 
credit portfolio of banks led to the generalized insolvency of the 
payment system, causing the bankruptcy of several banking insti-
tutions whose bad credits ended up being bought by the govern-
ment (Vaz (1999)).  

Licandro (2000) shows that with a dollarized debt, public fi-
nance systems characterized by stability in an interval like the 
Uruguayan, small variations in the real exchange rate can move 
public finances, out of the stable interval and into a divergent 
path. 

Tragically, the same kind of threshold effect operated in the 
2002 crisis. Uruguay still held an investment grade rating by the 
main three rating agencies early in 2002.8 However, the sudden 
change created by the regional crisis in the expected long run 
real exchange rate implied a very large adjustment. With the new 
equilibrium relative prices the finances of the government fell 
outside the stable interval (if there were any) damaging the per-
ception of sustainability of public debt. At the same time, the 
banking sector started to experience a serious run on the deposit 
base that depleted more than 40 % of that market, liquidifying 
the international reserves of the Central Bank. On the one hand, 
the reserve evaporation occurs because the Central Bank should 
act as a Lender of Last Resort in a dollarized framework. On the 
other hand, such evaporation was related with public warranties 
mentioned before and materialized in governmental assistance to 
the banks in trouble. International reserves were also depleted 
because the Government was not able to roll over debt. The pub-
lic started to feel that the implicit warranty of the government did 
not have value and that the backup of the government was disap-
pearing, speeding up the run on the deposits of the banks. The 
 

8 The Investment Grade for the Uruguayan sovereign debt was confered in 
the first half of the 1997 by Stantadard & Poor’s, Moody’s and today’s merged 
Duft & Phelps and Fitch-IBCA.  
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run, further accelerated by the sudden change of the exchange 
rate following the decision to allow the exchange rate to float on 
June 2002, determined the closure of activities of five banking in-
stitutions. As in the 80’s, depositors, despite having to cope with 
some of the costs of the banking bankruptcy, were partially, and 
in some cases completely, bailed out by the government with the 
support of the IMF.  

The example of the Uruguayan crises give us a powerful ex-
ample of the kind of financial fragility that dollarization poses on 
the public finances. On the one hand, the relative price adjust-
ment has a direct impact on the government’s balance sheet, in-
creasing the cost of debt. In fact, the negative correlation between 
activity and real exchange rate causes a procyclical effect in the 
burden of interest payments, pushing up fiscal deficit in reces-
sions. Simultaneously, the relative price adjustment raises the 
debt to GDP ratio, affecting debt sustainability. On the other 
hand, the crisis triggers the activation of potential liabilities of the 
government, which were not previously accounted for. To fur-
ther worsen the situation, the relative price adjustment is accom-
panied by a large-scale recession that shrinks tax revenues. To 
manage this holocaust without incurring in the default of the 
public debt requires a large fiscal adjustment or generous exter-
nal financing.9 

3) Dollarization and exchange rate regime 

After a large period in which this topic did not seem to matter, 
the late 90’s witnessed a surge in the literature on this issue. In 
the 80’s and early 90’s the focus was in the role which dollariza-
tion could play on the choice of nominal anchor in an inflation 
stabilization program. In this literature, highly dollarized econo-
mies, therefore with a high degree of indexation to that currency, 
would find it more suitable to fix the exchange rate to bring 
down inflation. Besides the efficacy of the anchor, it has been 
pointed out that stabilization programs anchored on the ex-
change rate are accompanied by an initial boom of consumption, 
in opposition to monetary anchors that generated an early bust 
(Kiguel and Liviatan (1992) and Végh (1992).10 Then, a fixed ex-
 

9 Uruguay had to restructure public debt in 2003 despite reducing real ex-
penditures by 13.8% and receiving a large support from the IMF. 

10 Among the reasons given to that initial boom stand out: lack of credibility 
in the program, wealth effects, nominal rigidities, etc.  
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change rate program would tend to have more political support 
than a monetary one. 

More recently, the academic discussion concentrated on the 
role of dollarization on the optimal choice of long run exhange 
rate systems. The main question is To Fix or to Float? 

Calvo and Reinhardt (2000) pointed out that countries in the 
emerging world have “fear of floating”. According to this authors 
countries that claim to float have extremely large International 
Reserves, and the exchange rate behaves as if it were controlled 
by the Central Bank. Indeed, they point out that the volatility of 
the interest rates in countries like Mexico, Colombia, Perú, 
among others, exhibit a larger volatility of Central Bank interest 
rates than in the exchange rate, a typical outcome under a fix but 
not under a float.11, 12 

The question is then whether a dollarized country should fix or 
float. Calvo (1999), using Pool’s optimal exchange rate system line 
of reasoning, argues that dollarization not only reduces money 
demand increasing the volatility of the LM curve as it was argued 
in the 70’s, but also has a direct effect over the IS curve. He ar-
gues that a radical change on the relative prices drags firms into 
insolvency, restricting investment and production. This way, the 
IS could have a negative slope on the nominal exchange rate, and 
would be much more volatile. If the aim is to minimize the volatil-
ity of output, the existence of a very volatile IS would point out to 
the need of a fixed exchange rate system, much more so under a 
negative sloped IS that would magnify the volatility of the IS 
curve. 

Céspedes, Chang and Velasco (1999, 2000 and 2001) and Ber-
nanke, Gailchrist and Gertler (2002) have pointed out that bal-
ance sheet effects are not enough to justify the fixing of the ex-
change rate when the volatility of the relative prices is low. Ac-
cording to this series of papers, and using a general equilibrium 
framework with balance sheet effects inspired in Bernanke and 
Gertler (1991), if an economy is perturbed outside the steady 
state by a external shock, the trade effect of the exchange rate ad-
justment would overpower the balance sheet effect. Despite the 
undeniable elegance of their analysis, the kind of shocks they 
work with do not resemble the earthquakes emerging countries 
 

11 Levy-Yeyati and Sturzenegger (1999) use cluster analysis to determine 
whether countries fix or float 

12 More recently, Schmidt-Hebbel and Werner (2002) argue that countries 
like Mexico, Colombia and Chile have grown out of “fear of floating”. 
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have to go through, and could not resemble them because they 
work with linearized steady state dynamics. Furthermore, even 
though the model allows the default of the individuals on banks, 
i.e.credit risk, it does not incorporate the possibility of massive 
bankruptcy of the banking sector as it was the case in Uruguay 
and Argentina in 1982 and 2001-2002. . Finally, the comparison 
they make between fix and float does not rule out the possibility 
that an intermediate form of adjustment would perform better. 
Calvo and Mishkin (2003) argue that floating might not be the 
right answer at any point since timing and institutions matter.The 
recent Uruguayan experience is a good example of their point. 
On june 2002, Uruguay faced both a run on public debt and a 
panic on the banking sector.13 However, there were no run on 
the currency yet. The country was loosing international reserves 
fast, but not a penny on the exchange rate market. The approxi-
mately US$ 1.3 billion of international reserve assets held by the 
Central Bank of Uruguay on June 18th, the day prior to the float, 
were clearly insuficcient to back up US$ 10. billion of deposits or 
US$ 4.0 of debt service in the next two years, but were at least 
three times the monetary base and more than two times the 
monetary aggregate M2. Then, the country let go the only com-
mitment that could be sustained in the short run. By doing so 
without solving the two basic challenges the economy was facing, 
it worsened the panic on the banking sector and, eventually, the 
run on public debt. Both effects were foreseable. The float made 
clear that the credit portfolio of the banks, and therefore their 
capital position were weakened suddenly. Furthermore, the evi-
dent generalized bankruptcy problem made very likely a bail out 
scenary, prompting the lobbying reaction of pressure groups. 
Even though the adjustment of the exchange rate was unavoid-
able, the timing of the decision was clearly wrong. 

If we add up all that has been said, and the accumulated ex-
perience in dollarized countries like Uruguay and Argentina, 
even though exchange rate flexibility to adjust permanent shocks 
is key, the case for some form of exchange rate management re-
mains strong for dollarized economies.  

4) Dollarization and monetary policy 

Dollarization affects monetary policy mainly through the re-
 

13 See Licandro (2003) for a discussion on the decision to float on the uru-
guayan 2002 crisis. 
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duction and increased volatility of the demand for money (cur-
rency substitution). Berg and Borenztein (2000) enphasize those 
aspects and claim that in dollarized economies the relevant mone-
tary aggregates are not the traditional national currency aggre-
gates. Since saving and transactions are performed in foreign 
currency, the traditional transmission of monetary policy would 
not work properly if countries would concentrate on traditional 
aggregates: to have the same kind of control one should work 
with aggregates that include assets in dollars. However, as the au-
thors point out, the Central Bank has no control over dollar as-
sets.  

Céspedes, Chang and Velasco (2001), argue that a flexible infla-
tion targeting with a mixed use of interest rates and exhange rates 
could be more effective than a fixed exchange rate. However, to 
date there is no comparison between a controlled devaluation like 
the one that a target zone or a crawling peg system would obtain, 
with the float on impact. Moreover, the proposal of Céspedes et 
al. (2001) and others like Moron and Winkelried’s non-linear 
monetary scheme for Perú, could be restated using the exchange 
rate as an instrument. Licandro (2001), considering the Uru-
guayan case, argues that an interest rate partial reaction rule 
could be substituted by a controlled devaluation system, with no 
commitment to the exchange rate, with endogenous interest 
rates.  

5) Dollarization and Financial Fragility in the Pension System 

Uruguay changed its pension system in 1995. It was added to 
the old pay-as-you-go system a complementary, but increasingly 
important, system based on personal savings. The new scheme 
includes privately-administrated pension funds by specialized 
firms (the Administradoras de Fondos Previsionales –AFAP’s). Work-
ers save along their active life in those funds, and when retire-
ment time comes, they are required to buy a life annuity from an 
insurance company. This kind of pension system works like a re-
lay race. The first part of the race is run by the AFAP, which 
manages the saving’s portfolio of the worker. The second stage of 
the race is run by the insurance company, which receives the 
portfolio from the AFAP and pays the pension. When the finan-
cial system is dollarized, not only the banking system, also AFAP’s 
portfolio includes naturally dollar-denominated assets, which 
should be transferred to insurance companies when a worker re-
tires. However, the insurance companies’ liabilities are in pesos 
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indexed to a wage indexed unit known as UR (unidad reajusta-
ble) by law, because the Legislator tried to maintain the real value 
of the pension through this indexation mechanism. The outcome 
is a currency mismatch in the insurance companies balance sheet 
and then, a financial fragility issue in the pension system as a 
whole. The pension system’s fragility works exactly in the oppo-
site direction as the banking system’s fragility. As we pointed out 
in part (a), the insolvency problem on the banking system occurs 
when the real exchange rate depreciates. The insolvency problem 
in the pension system would occur when the real exchange rate 
appreciates.  

In the Uruguayan case, the described financial fragility of the 
pension system is not a problem today but it is a real threat for 
the medium and long run. In the same way as the bail outs in the 
financial system, a generalized bankruptcy in insurance compa-
nies would likely result in a liability for the State, mainly because 
it would generate a huge social problem that would require gov-
ernmental assistance. Then, the financial fragility in the pension 
system adds a new and strong argument for the design of a de-
dollarization strategy. 

III. A SIMPLIFIED EXPOSITION OF THE CASCADING OF BALANCE 

SHEET EFFECTS IN A DOLLARIZED ECONOMY  

As we mentioned before, the literature on dollarization is rapidly 
growing. Nevertheless, there is some milage left to cover to be 
able to make a fair representation of the depth of the phenomena 
in, at least, three strands: 

i) The potential for banking default.  

ii) The fiscal impact, both on public debt and potential liabilities. 

iii)The long run impact. When a banking crisis occurs, a legacy of 
property rights battles reduces the incentives to investment 
and damages the ability of countries to grow.  

In this section we will try to stage the first two effects as the first 
step in a research program on dollarization. In that sense, we will 
try to show how the cascading of balance sheet effects due to 
dollarization emerge, starting with the firms up to the triggering 
of potential liabilities to the government through the banking 
crisis.  
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III. 1. The balance of the firms.  

We will use the net present value (NPV) of a firm as an indica-
tor of its value, as Fernández-Arias and Talvi (2000). If the firm 
sells non tradable goods and has dollar liabilities, and assuming 
for simplicity that the project last only one period, the NPV can 
be expressed as:  

(1)                                      
r

qDy
NPV

+
−=

1
  

Where y, the production of the firm, is produced and sold at the 
end of the period, q is the relationship between the nominal ex-
change rate (e) and the price of the non tradable good (p) that will 
prevail at the end of the period (, we will loosely call it real ex-
change rate). r is a real discount rate in national currency and D 
stands for debt service. Debt is acquired at the beginning of the 
period and paid for at the end of the period.  

If the NPV of the firm is positive, the firm is considered solvent 
from an economic standpoint.  

The NPV of this firm depends negatively on the real exhange 
rate q. Indeed, every increment of q reduces the NPV propor-

tionally to the partial derivative (
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change in relative prices strong enough, an initially solvent firm 
can easily be forced to default on its debt obligations.  

Then, a firm that operates on the non tradable sector, with dol-
lar liabilities, whose prices are linked to the conditions of the do-
mestic market, are naturally vulnerable to real exchange rate de-
preciation.  

Such vulnerability hinges exclusively on the fact that this firm 
was not able to contract its debt in national currency. If this firm 
were to finance itself in domestic currency, its NPV would look 
like in the next equation: 
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It is also the case that if the firm is an exporter, the future 
value of the real exchange rate does not affect the viability of its 
project. The NPV of such a firm would look like: 
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III. 2. The vulnerability of banks 

Lets assume that a bank receives dollar deposits at the begin-
ning of the first period (d0), pays for them an interest rate ip and 
then returns them at the end of the period. The bank gives credit 
in the same currency (C0) at an interest rate ia to an agent that has 
a project on the non tradable sector. We would assume that the 
bank is only subject to a minimum capital requirement and a cur-
rency mismatch ban. In this case, the balance sheet of the bank 
can be represented as follows:  

(2)                                          000 Ckd =+  

Since both its credits and deposits are dollar denominated, the 
bank has no currency mismatch on its balance sheet. However, 
this does not mean that the exchange currency risk has disap-
peared, it has “evolved” into credit risk. Then, the debtor of the 
bank, is the one that is directly exposed to the mismatch of cur-
rencies in its balance sheet as represented in (1).  

To describe the kind of vulnerability that the bank faces, it is 
convenient to look at its residual value. The residual value can be 
expressed as the difference between the residual value of the 
credit portfolio plus the capital of the bank less the deposits and 
the accrued interest.  

(3)                             00 )1(covRe kidersVB p −+−=  

The residual value of the credit portfolio depends on the abil-
ity of the bank’s debtors to repay, asymmetric information issues 
aside, the debt. We have seen in (1) that this ability depends on 
the level of q at the end of the period. We can find two relevant 
thresholds in the residual value of the bank.  

a) There is a level of q that we would call q1 below which the debt-
ors of the bank have no problems repaying their debts. In this 
case the bank can earn the interests of the credit portfolio 
without pains and the residual value of the bank would look as 
follows.  

(4)                      apa ikidiCVB 000 )1()1( −+−+=   if q ≤ q1 

b) When the real exchange rate goes above q1 more and more 
debtors of the bank start to have problems to repay. We will as-
sume that those debtors are subject to a standard debt contract, 
and that the bank can appropriate without costs the residual 
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value of the business from then on. In that case, the residual 
value of the bank would start to decline smoothly. At first the 
yield of the rest of the credit portfolio would be enough to 
generate still some benefits. As q grows, it would eventually 
reach a point in which the credit portfolio would generate 
losses that the bank would have to cover with its own cap ital. 

(4’)                        00 )1( kid
q

y
VB p −+−=     if q>q1 

Eventually, q would reach a value where the capital of the bank 
would not be enough to cover the losses of the loan portfolio, i.e. 
the bank becomes insolvent. The story from then on depends on 
the institutional setting of the Safety Net. 

If there is no institutional solution for this outcome, depositors 
would be the ones to bear the losses.  

If a deposit insurance scheme exists, depositors and the deposit 
insurance institution would share the losses as agreed.  

If there is no deposit insurance, but an implicit warranty by the 
government exists on deposits, the losses of the bank become a li-
ability of the public sector.  

We can plot a simplified picture of this financial sistema as fol-
lows: 

FIGURE I
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III. 3. The impact on the fiscal side. Government  

as the ultra non-tradable agent 

Assuming that the government pays its expenditures (g) and 
collects its tax revenues (t) in local currency, and that government 
debt is denominated in foreign currency (Dg) paying an interest 
rate ig, its balance sheet looks pretty similar to equation (1). The 
financial fragility of the government is worsened by the potential 
liability that might arise in the financial system, as a result of the 
existence of an implicit deposit insurance scheme for the banking 
system. Then, the State, should a large relative prices shock oc-
cur, might become insolvent, in the same fashion as the private 
sector. Licandro, G. (2000) shows that a dynamic system of public 
debt like the one we depict in this section has two steady states, 
one stable and one unstable, meaning that public debt is only sus-
tainable in an interval. Therefore, fiscal shocks, like sudden 
changes in relative prices, can drive the public finances into a di-
vergent path.  

(5)           )()( Dgiqgrf g+−= τ                                       if q<q2 

               [ ]{ }ykidqDgiqgrf pg −−+++−= 00 )1()()( τ          if q>q2 

The equation above represents the balance sheet of the gov-
ernment. The first term is the primary result. Financial vulner-
ability is introduced in the second term: the interest bill. The 
third term, which appears when q>q2, represents the potential li-
ability arising from the implicit deposit insurance scheme.  

As a result, it can be fairly said that the government is the most 
fragile of the dollarized-non tradables: this is because it not only 
bears its own mismatch risk, but also the one of the sectors that 
have grounds for a bail out. 

IV. A STRATEGY TO COMBAT THE FINANCIAL VULNERABILITY 

CAUSED BY DOLLARIZATION
14

 

In the previous sections we have analyzed the anatomy of dollari-
zation, and its main pathology: financial vulnerability. As it is the 
case in every pathology once it has been identified, the next ques-
tion is: Is there anything we can do to combat this pathology?  

To answer this question we first need to determine how far 
 

14 This section draws heavily on Licandro and Licandro (2003).  
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should we go in this fight. Should we fight it at all? Some scholars 
have argued that, since these countries are already highly dollar-
ized, they should go all the way and completely dollarize their 
economies (See Calvo (2000) and Paniza, Stein and Talvi (2003)). 
However, even in a dollarized economy a non-tradable sector 
would exist (at least a government), and the risk of a large ad-
justment in relative prices would remain, much more so in a re-
gion like Mercosur. Then, full dollarization does not reduce the 
financial vulnerability of the economy on impact, and the long 
run effects depend on the ability of the country to develop trade 
with the US. This ability would vary from country to country, but, 
in the case of Uruguay, it is impaired by the fact that Uruguay is a 
natural partner (in Krugman’s sense) of Mercosur. Therefore, a 
unilateral dollarization by Uruguay does not seem a good alterna-
tive in a region as unstable as Mercosur: some exchange rate 
flexibility is needed, as it was the case in the Real and the 2002 
crises. 

Full dedollarization is not the answer either. The same finan-
cial matching principle driving our concerns about the State and 
the non-tradable sector would apply to the tradable sector if we 
were to forbid foreign currency operations in the financial sys-
tem.  

Acknowledging that neither full dollarization or full dedollari-
zation are the solution, the question is: how can we live in the 
middle? What can we do to reduce financial vulnerability? An ob-
vious answer is that agents should have the chance and the incen-
tives to hedge the risks involved in their portfolio. To do that it is 
necessary to develop an strategy based on two pillars.  

i) Strengthening of the Safety Net of the financial system. Financial 
regulation in several countries does not fully incorporate the 
risks involved in the dollarization of their business. That was 
particularly clear in the cases of Argentina and Uruguay in 
2002, but it is also true for several other countries. It is neces-
sary to rethink this situation that undoubtedly has favored dol-
larization. Prudential requirements have to be stricter when 
the financial system lends to an agent that perceives its income 
in domestic currency, even more soif that agent is the State it-
self. Liquidity requirements have to be higher in dollar busi-
ness, reflecting the inability of Central Banks to perform the 
lender of last resort in foreign currencies. The recognition of 
those risks will likely give us a smaller financial system , but a 
healthier one. 
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ii) Recreation of domestic currency asset markets. It is necessary to have 
a domestic unit of account that can be the basis of a future 
credit system. With nominal domestic currency markets long 
lost to past misconduct, a new alternative is needed. In this 
sense, the experience of Chile with the UF appears as a 
benchmark to study, and a path to explore. Uruguay and Ar-
gentina are moving in that direction, with the issue of CPI in-
dexed debt. However, to obtain a viable alternative to the dol-
lar, creating a new unit of account will not suffice: The gov-
ernment will have to step up and have a proactive position to 
develop CPI indexed markets.  

The following scheme shows how a strategy like the one de-
picted in the previous paragraphs should start in the case of 
Uruguay.  

IV. 1. Recreation of domestic currency markets:  
the case of Uruguay 

The ellimination of the commitment to the exchange rate is a 
valuable first step. Under a floating exchange rate regime the real 
yield of dollar assets is more volatile, incentivating the use of 
other inflation hedging instruments like the UI. In the future, 
even though it is not clear either the possibility nor the desirabil-
ity that Uruguay could manage a pure float, the commitment of 
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macroeconomic policy should lie on inflation stability rather than 
on the exchange rate. Other reforms that would surely benefit 
the development of the financial system in general, and markets 
in domestic currency in particular relate to macroeconomic stabil-
ity: central bank independence and fiscal sustainability.  

The second logical step in the recreation of markets in a do-
mestic currency is to develop a unit of account that the public 
could trust. In a future stained by inflationary uncertainty, the 
obvious candidate to take on that role is a CPI indexed unit. 
Uruguay created the UI in July 2002. This unit is a copycat of the 
Unidad de Fomento in Chile, and it is quoted daily.  

During 2002 the Uruguayan government took the first steps in 
the creation of a yield curve on UI denominated assets by issuing 
the first series of UI indexed government bonds. This has created 
the opportunity for the first private issues of UI assets by the pri-
vate sector. However, there is still plenty to do in order to gener-
ate a viable alternative to the US dollar. 

First, the government has to continue with its policy of issuing 
UI indexed bonds, both to ensure a reference yield in the new 
unit of account and to reduce its own financial vulnerability. A 
long-term preanounced calendar of debt issuance will contribute 
to reassure the public of the Government resolve, further 
deepening the market.  

Then, the financial system should start allowing UI deposits. In 
Uruguay, the government has an opportunity to make a decisive 
move in this direction by using the market power that the State 
owned Banco de la República (BROU) has in domestic currency 
markets. BROU, with a nearly 40% share of domestic currency 
markets, both credit and deposits, has traditionally played the 
role of the leader of this segment. Then, if BROU embraces the 
UI business, it is highly likely that the rest of the system would 
follow.  

The government has already made use of its leadership by 
switching Banco Hipotecario’s financial activities to UI. It is early 
to assess the result of this move that was already proposed by Li-
candro and Licandro (2001), but, as the system develops, it 
should give a push to UI markets. Traditionally, saving deposits 
in BHU have been big part of the domestic currency portfolio of 
residents. Until 2001 the mortgage system hinged on the UR and 
the US dollar as the indexing units. The switch, to be made on 
the marginal deposits and credits, is both a sign of coherence on 
the long run monetary choices of the State, and a direct move to-
wards the development of UI markets.  
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IV. 2. Strengthening of the Safety net of the financial  
System: the case of Uruguay 

Regulation has to incentive both the financial system and the 
pension system recognition of the risks involved in currency mis-
matches. We have shown that the regulation has been unable to 
do that at several levels: 

i) Solvency regulation, both capital requirements and provisions, 
do not penalize lending to non-tradable sectors in foreign cur-
rencies, even though their risk is higher.  

ii) Liquidity requirements not only did not penalize dollarization, 
but, in some cases they even encouraged intermediation in dol-
lars. In Uruguay, until 2002, while short term deposits in pesos 
had a reserve requirement of 30%, dollar deposits only had 
10%.  

iii)The deposit insurance scheme not always incentives banks to 
account for risks properly. In the Uruguayan case, until 2002 
the market behaved as if there were a complete and free (im-
plicit) deposit insurance scheme. After the financial crises of 
2002, the fiscal situation has made clear that no further assis-
tance from the State can be expected.  

All these defects need to be addressed in the regulation. Both 
solvency and liquidity requirements have to be made up to avoid 
inducing financial vulnerability, even more so after the recogni-
tion of the inability and impropriety of the government to fully 
back up deposits. On the liquidity side, a differential require-
ment between pesos and dollar denominated deposits is advis-
able. On the solvency side, capital requirements and provisions 
should be higher for dollar denominated credit to non-tradable 
sectors than in the credit with no currency mismatch. Also, a 
deposit insurance scheme should be created. This scheme should 
take into account the risk of currency mismatches into the premi-
ums charged to banks (as suggested by Broda and Levy-Yeyati 
(2003)).  

In the short run, this kind of regulatory measures reduces the 
vulnerability of the financial system even in the case dollarization 
should not be reduced significantly. Indeed, even in the case UI 
credit would not boom, the financial system would be stronger, 
reducing the chances of both a systemic and fiscal crisis. First, be-
cause there will be a more capitalized and liquid banks. Second, 
because there will be a better Safety Net. 
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It is highly likely that credit in dollars would be more expen-
sive than it was in the past, but a healthier financial system should 
improve the country’s growth path. A more expensive credit is 
the logical result of regulatory recognition of risks. However, in 
the long run the overall cost and effectiveness of the credit activ-
ity should be better for several reasons. For starters, a fairly 
priced risk should provide a better incentive for resource alloca-
tion. A healthier financial system would reduce the chance of sys-
temic crises, avoiding all the political economy issues related to 
property rights that arise in those episodes. In every financial 
holocaust like the ones experienced by Uruguay and Argentina in 
the debt crisis and 2002, societies fight to determine who should 
bear the burden of the shock. Somewhere along the way, as it has 
been widely documented, institutions fall, change and even dis-
appear. The institutional change brings about institutional uncer-
tainty and hampers the confidence of private agents on the econ-
omy, with a long run effect on private investment and growth.  

The same strategy should be oriented to reduce the financial 
vulnerability in the new pension system, as it was mentioned in 
section II.5. Regulation on the pension system should aim to 
minmize the currency mismatch in the system’s portfolio. To 
achieve that it would be necessary that both, assets and liabilities 
of the system were denominated in the same unit: the UI. Why 
the UI and not the UR as the Uruguayan Constitution instructs? 
First because social security savings are aimed at ensuring future 
consumption and the UI is the only unit of account that actually 
gives a fair reference in that sense. Secondly, the UR’s yield is 
positively correlated with income, meaning that nobody would 
want to save in that currency in the long run. Prove of that is that 
the UR has existed for more than twenty years and, it has never 
been used other than for housing financing in public banks. 
Then, it is almost impossible that a viable domestic-currency al-
ternative to the US dollar could emerge other than the UI.  

Some people have argued, regarding the constitutional indexa-
tion of the Uruguayan social security system to the UR, that sav-
ing in UI also involves a mismatch for the system for as long as 
the constitution is not changed in that respect. And they are right 
in an obvious sense. However, the kind of risk a dollar portfolio 
poses on the system, as shown by the graph below, is much larger 
than a portfolio based on UI assets.  

In order to mitigate the mismatch of the Uruguayan pension 
system some legal and regulatory changes need to be made. First, 
it would be convenient to switch the reference of the system from 
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the UR to the UI. This issue can become potentially difficult since 
some law experts affirm that a constitutional amendment is neces-
sary. Even if first is not possible, the Regulator should determine 
the limits to dollar investments in the system’s portfolio, nowa-
days managed by the AFAP’s. 

As a by-product, if the country takes this kind of measures in 
the pension system it is probable that the dynamism and growth 
needed by the peso-denominated markets would be provided by 
the pension funds. In this sense, the different regulatory agen-
cies: the bank regulator, the pension founds regulator, the insur-
ance companies regulator and the stock market regulator -all in-
cluded in the Central Bank of Uruguay-, should work together in 
a unified and consistent regulatory strategy.  

In the end, we want to emphasize two important points. First 
of all, the exposed strategy and agenda are preliminary and 
should be deepened and perfected in order to achieve the sought 
reduction in financial vulnerability. We are convinced that a suc-
cessful strategy involves the unified efforts of several battlefronts, 
oriented to both incentive the development of domestic currency 
markets and strenghten the safety net of the financial system.. 
Second, the strategy presented herein does not try to (neither 
could) eliminate the presence of the dollar in the economy, en-
deavour that we see as neither desirable nor convenient in the 
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normal workings of an economy in which the two pillars of our 
strategy are working properly.  
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