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Abstract

It is recognized that the understanding and accurate forecasts of key
macroeconomic variables are fundamental for the success of any eco-
nomic policy. In the case of monetary policy, many efforts have been
made toward understanding the relation between past and expected
values of inflation, resulting in the so-called hybrid New Keynesian
Phillips curve (HNKPC). In this article I investigate to which extent the
HNKPC help to explain inflation dynamics as well as its out-of- sam-
ple forecast for the case of the Chilean economy. The results show that
the forward-looking component is significant and accounts from 1.58
to 0.40 times the lagged inflation coefficient. Also, I find predictive
gains close to 45 % (respect to a backward-looking specification) and
up to 80% (respect to therandom walk) when forecasting at 12-months
ahead. The output gap building process plays a key role delivering better
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results than similar benchmark. None of the two openness measures
used—real exchange rate nor oil price— are significant in the reduced
Jorm. A final estimation using the annualvariation of a monthly in-
dicator of GDP deliver reasonable forecast accuracy but not as good as
the preferred forecast-implied output gap measure.

Keywords: New Keynesian Phillips curve, inflation forecast, out-
of-sample comparisons, survey data, real-time dataset.

JEL classification: C22, C53, E31, E37, E47.

1. INTRODUCTION

heaim of thisarticle is to investigate to which extent for-
ward-looking (FL) measures of inflation help to explain
inflation dynamics as well as its out-of-sample behavior
witha Phillips curve ensemble. This objectiveis tackled by ana-
lyzing the performance of the so-called hybrid New-Keynesian
Phillips curve (HNKPC), introduced by Galiand Gertler (1999,
GG), using a dataset of the Chilean economy.
Itiswidelyrecognized that the understanding and accurate
forecasts of keymacroeconomic variables are fundamental for
the successinalmostall economic policies. In the case of mon-
etary policy, inflation forecasts are not useful froma practical
but from a theoretical viewpoint also. Many efforts have been
made toward understanding the relation between pastand ex-
pected values of inflation (even going beyond the particular
case of inflation; see Elliott, Granger, and Timmermann, 2006,
and Clementsand Hendry, 2011). The former component of in-
flation reflects the traditional inertia of price setting, while the
latter stands asan ingredient of rational expectations agents’
behavior. This corresponds to a confluence of the traditional
Muth (1961) argument on asset dynamics but without allow-
ingjumps giveninertiamodelling (Fuhrer, 2011). The HNKPC
offers an amalgamation of these two components by allowing
both a Calvo price setting scheme plus a fraction of FL price-
setters firms (see Calvo, 1983, and GG).
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Supposeastaggered price-setting scheme. Let 1 -6 the frac-
tion of firms that change prices at a given period, and 1-®
the fraction of firms that set prices optimally in a FL. manner.
Hence, current prices constitute a weighted average between
backward- (BL) and FL-firms, leading to the HNKPC baseline
equation:

ﬂt = ﬂ,x[ +7/117z.t—1 +7fEt |:7z.t]:t+h:|+gt ’

where 7, isinflation, E, [ﬂt{Hh] istheinflation expectationat pe-
riod f,measured withaforecastmade h-stepaheadat period ¢,
and x,isareal marginal cost measure. {/1; 394 f;of } are parame-
terstobeestimated,and ¢, isacost-pushshock, ¢, ~iid N (O, o’ )
This specification constitutes a reduced form of a structural
NKPC with v, =6/, y,= /¢, 1=[(1-0)1-0)(1-0)]/s
where g isadiscount rate, and ¢ =60+ a)[l -0(1 —ﬂ)] . Equa-
tion I results in a convenient form as it allows many price set-
ting schemes, making possible simple forecasting exercises
(as, forinstance, that of Jean-Baptiste, 2012).

There is a huge literature concerning a formal theoretical
derivation of the HNKPC. Some examplesare Smets and Wout-
ers (2003,2005), Christiano, Eichembaum, and Evans (2005),
Ercegand Levin (2003), and Collard and Dellas (2004), among
others.

Some other specifications, specially defined for open econ-
omies, include different and more complicated output gap
definitions or simply more independent variablesin Equation
1.! Gali and Monacelli (2005) analyze the case of the NKPC in
a small open economy using a rich economic model leading
to a simple reduced model including domestic inflation and
output gap. Thereisalso provided an application to the Cana-
dian case; same as in Kichian and Rumler (2014). In the same

! A thorough review in this matter can be found in Corsetti,
Dedola, and Leduc (2010).
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vein (NKPCinsmall open economies), Rumlerand Valderrama
(2010) analyze the case of Austria, Balakrishnan and Lépez-
Salido (2002), Batini, Jackson, and Nickell (2005), and Posch
and Rumler (2015) of the United Kingdom (UK), Leith and
Malley (2007) of G7 countries, Rumler (2007) of Euro Area
countries, and Mihailov, Rumler, and Scharler (2011) of some
OECD countries. All these articles putaspecial attention to test
the existence of an open economy component and in some
cases providing out-of-sample evidence. There is no a unique
nor common way on how to include openness in the baseline
model. Itis expected to differ considerably on the manner how
opennessisincluded. But, opennessinreduced form equation
typically lies within the options of either the output gap or as
anindependentvariable. Obviously, the latter typeis easier to
handle with forecasting purposes.

Many of the empirical evidence of the HNKPC have been col-
lected forindustrialized economies. Some selected examples
are Roberts (1997), GG, Gali, Gertler, and Lépez-Salido (2005),
Rudd and Whelan (2005), and Brissimisand Magginas (2008)
for Unites States (US), Jean-Baptiste (2012) for the UK, McAdam
and Willman (2003) for the Euro Area, and Jondeau and Le
Bihan (2005) for the UK and major Euro Area countries. The
main difference in their methodology concerns inflation ex-
pectation proxies, real-time estimates with different datavin-
tages, and the measurement of marginal costs.”

Acurrent controversial methodological discussion confronts
the results obtained by Rudd and Whelan (2005) in opposi-
tion to those of GG. While the former finds that lagged infla-
tion is the major driver of current inflation, the latter states
thatis the FL component. This bifurcation is due to different

? Itisworth mentioning that the US economy has richer conclusions
on this matter as it has several sources of survey expectations data
with along sample span, as is the case of the Survey of Professional
Forecasters (SPF) of the Federal Reserve Bank of Philadelphia, the
Livingstone Survey, the Michigan Survey, the Greenbook, Consen-
sus Forecasts, the Congressional Budget Office, and the Real-Time
Data Set for Macroeconomists (Croushore and Stark, 2001).
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specifications and estimation method assumptions; still an
ongoing buoyant discussion. Thisarticle follows more closely
the GG derivation of the HNKPC, with some minor twists ex-
plained later. Closer literature supporting the GG findings
and methodology are Gali, Gertler, and Lopez-Salido (2001),
Sbordone (2002), Smets and Wouters (2003, 2007), Levin etal.
(2005), Rabanal and Rubio (2005), Nason and Smith (2008) —
using the SPF expectations for the US economy-, and Henzel
and Wollmershauser (2008) —using CESifo World Economic
Survey for Italy- among others.?

More evidence on the HNKPC is provided by Paloviita and
Mayes (2005) for a panel of OECD countries. The authors, by
using a real-time database, find an influential role for the ex-
pectations; also unveiling the controversial role of the output
gapasameasure of marginal costs. Also considering real-time
data, Gruen, Robinson, and Stone (2002) and Robinson, Stone,
and van Zyl (2003) consider the case of Australia. The issue of
real-time datasetshasbeen analyzed thoroughlyin Orphanides
(2001), Orphanidesand van Norden (2002,2003), and Runstler
(2002). They provide evidence supporting the view that due to
different datavintages, estimated coefficients are subjecttoa
substantial data measurement uncertainty.

Canova (2007) analyzes the case for G7 countries using sever-
almultivariate economics and statistical-based models. Nunes
(2010) analyze the case for United States, whether is allowed
rational expectations and expectations coming from a sur-
vey. By doing this, the author is able to include different types
of firms when setting prices beyond the traditional Calvo set-
up. Granger and Jeon (2011) reinterpret the original Phillips
(1958) article with modern econometric techniques using the
originaland extended datasample for the UK. This exercise is

* There is also literature supporting the Rudd and Whelan (2005)
arguments —specially concerning the theoretical derivation of the
NKPC— as, for instance, Rudd and Whelan (2007), Agénor and
Bayraktar (2010), Mazumder (2010, 2011), Abbasand Sgro (2011),
Lawless and Whelan (2011), and Vasicek (2011).
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interesting since ease acomparison with all the new elements
developed to obtain the GG NKPC.

Some other approaches include that of Carriero (2008)
arguing that it is possible to test the NKPC without having to
estimate its structural parameters. Using this approach, the
author is unable to find a combination of structural param-
eters coherent with US data. This result suggests that the pro-
cess of expectations formation does not necessarily obeys
entirely to the rational expectations hypothesis. Lanne and
Luoto (2013) propose an estimation method based on a uni-
variate noncausal autoregressive model to avoid simultaneity
problemswhen using the GMM estimators. By using this, most
of the quarterly US inflation dynamics seems driven by iner-
tia. Some othervariations can be found in Smets and Wouters
(2002), Matheron and Maury (2004), Batini, Jackson, and Mal-
ley (2005), Petrellaand Santoro (2012), Malikane and Mokoka
(2014), and Posch and Rumler (2015), among others.

Finally, for the case of Chile, little research has been con-
ducted in thismatter. Some exceptionsare Céspedes, Ochoa,
and Soto (2007) and Pincheiraand Rubio (2010). The first arti-
clederivesaNKPC from astructural microfounded model, and
analyzestheirin-sample ability to explaininflation dynamics.
The second article addresses the issue of the weak predictive
power of purely BL PC with real-time data. While Céspedes,
Ochoa, and Soto (2007) also provide an out-of-sample assess-
ment, it is not the major concern of the authors. Instead, in-
ner motivation of Pincheira and Rubio (2010) —shaping the
specification search exercise-is precisely forecast accuracy.

In this article I first estimate an unrestricted version of
the HNKPC with Chilean data, to then compare its predictive
powerwithaBLPCand traditional benchmarks predicting at
h-months-ahead, 2 ={1; 3; 6; 12}. The dataset corresponds to
monthlyinflation, amonthlyindex of economic activity, and
the expectations of the Chilean Survey of Professional Fore-
casters (ChSPF). The estimation is made through the gener-
alized method of moments (GMM). As a robustness exercise,
I also analyze to what extent traditional openness measures
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are allowed in the reduced form of Equation 1. Again, for ro-
bustness purposes, I conduct the same estimations with the
so-called core inflation. A stability analysis is complemented
with some recursive estimations to shed some light about (in-
sample) parameter uncertainty.

The results show that the FLinflationary componentis sta-
tistically significant when is included in the specification. In
size, accounts from 1.58 to 0.40 times the lagged inflation co-
efficient. Real-time ChSPF forecasts of output are also useful
butasinstruments. When considering short-term forecasting,
I find predictive gains close to 45% (respect to the BL speci-
fication) and up to 80% (respect to the random walk) when
forecastingat 12-months-ahead. However, these gains are not
statistically significant according to the traditional Giacomi-
ni and White (2006; GW) test. In sum, these results should be
read carefully and just asavalid benchmark.

The in-sample results for core inflation support the exis-
tence of the HNKPC. Nevertheless, predictive results suggest
that core could be a process with higher memory. The out-
put gap plays a key role delivering better results than similar
benchmark. None of the two openness measures used -real
exchange rate nor oil price—deliver significant results in the
reduced form. Arobustness checking estimation using the an-
nual variation of amonthlyindicator of GDP instead of output
gap deliver reasonable forecastaccuracybutnotasgoodasthe
preferred forecast-implied output gap measure.

The article proceeds as follows. In Section 2, I detail the
econometric procedure, alongside the dataset utilized em-
phasizing the output gap construction —an unobservable vari-
able.Section 3 presents the empirical results divided in those
obtained in-sample and those when predicting both measures
ofinflation. Itis also presented the result of robustness exer-
cises. Finally, Section 4 concludes.

* This finding is in line with those of Orphanides and van Norden

(2002, 2005) obtained for the US economy.
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2. ECONOMETRICSETUP

Thebaseline specificationis the Equation 1. Toavoid part of the
simultaneity in the variables of the right hand side, I estimate
Equation 1 with GMM. However, this method eliminates meth-
odologicalsimultaneity only, as the series exhibitsa high corre-
lation given their underlying data generating process. I make
use of lagged observations of the variables as instruments (Iv),
described and tested later. Recall that the problem that GMM
addressesisthe orthogonality condition E, [X; £, ] thatnolon-
gerholds. Hence, itisneeded toinstrumentalize the x| matrix
with another one, say z,, containing ¢ IV (¢ > k) which fulfils:

El E._ [(”t —Ax, +y, 7 +7 B, I:ﬂ-thh ])th—l] =0.

In this context, a formal test for IV suitability is analyzed
through the Hansen’s J-statistic:

A

B () =pln-xi ) 2. (r,-x. B):

where w, isa /x ¢ symmetricand positive-definite weighting
matrix, asitweight the moments considered in the estimations.
Hence, GMM finds the vector of coefficients:

n B_( N )_l [N )
=(x'zw, z'x) x'zw, z'y.

that minimizes Equation 3. As | (,é, \ ) ~ x%,,alongwith the
estimated coefficients it is also reported the p-value that test
the null hypothesis: K, [j(,é,WT )] =0.If p-value >« , the 1V
arevalid at the « -level of significance.

The estimation of the weighting matrix is made according
to Hansen (1982) recommendation —the inverse of covariance
matrix, i.e. w, =87, and avoiding potential autocorrelation
with the Newey-West HAC method. The estimation of both
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covariance matrices-for the twostages: IVand final regression
-is set in the same manner. The whitening lag specification is
setautomatic, to be selected according the Bayesian Informa-
tion Criterion (BIC) choosing in amaximum of three lags (fol-
lowing the rule 7'7).

Despite the solution offered by the 1V, some other problems
could arise. A common setbackiswhen IV are weak instruments.
The problem could be easily explained when comparing the two
available estimators —OLS (,B) and GMM (ﬁ) : ﬁ =(x'x)" x'y
and g = (77’x)7l x'y with7=2w,z'. So, the relative asymptotic
bias could be expressed as:

plim[ 3 - 4]

Relative Asymptotic Bias =——=>—— = .

H ymp = Clm.2]
phm[ﬂ—ﬂ] (C[X,g]

T—xo

Cln,x] .

From Equation (5) itis easy to notice that the higher C[n,x],
the smaller the relative asymptotic bias. Note also that:

Av[g]=c(xn)" (a'n)(n'x)"
=0} (x'x)" (x'n) (n'm)(n'x)" (x'x)=V[B]-n:.

Hence, the lower the correlation between x and 7 (pﬂx ), the
higher the variance of the IV estimator relative to that of OLS.
Forthesetof Tvusedin each estimationitisused the Stockand
Yogo (2010) test, which null hypothesisis: IVareweak. Note that
itiscomputed through the Cragg-Donald F-statistic. More de-
tails on the econometrics of weak instruments can be found
in Bound, Jaeger, and Baker (1995), Stock, Wright, and Yogo
(2002), and Moreira (2009). A deep overview for the specific
case of the NKPC can be found in Nason and Smith (2008).
All the estimations are made through the GMM estimator.
There are many reasons to prefer this method. First, and fol-
lowing GG, the GMM results are robust to the non linear IV
GMM (NLIVGMM) estimator, which has been criticized by, for
instance, Lindé (2005) and Rudd and Whelan (2005). Thisisa
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goodreason tokeep GMM since NLIVGMM estimation requires
more computer time and it is more sensitive to the IV election
inaunivariate ensemble. Hence, GMM is more efficient in the
sense that Chumacero (2001) suggests, and it has proved to be
as good as NLIVGMM when accommodating eventual specifi-
cation bias.”

Second, GMM isalso the preferred estimation method in sev-
eralarticlesthatfollow GG especiallywith forecasting purposes.
Thisisthe case of Brissimisand Magginas (2008), Rumlerand
Valderrama (2010), Jean-Baptiste (2012), Kichian and Rumler
(2014), and Posch and Rumler (2015) among others. Itis often
argued that the use of this estimator must be stronglyattached
to IV validation through Hansen’s test and weak instruments
results. Both elements are empirically analyzed later.

Finally, thereisnoaclear norwidelyaccepted reasonto use
an estimator different to GMM. GG response to Lindé (2005)
proposal towards fullinformation maximum likelihood (FIML)
estimator relies heavily on a supposedly flaw simulation exer-
cise.® Asemphasized by Cochrane (2001), the election between
one (GMM) or another (ML) estimator for univariate cases is a
trade-off, and no consensus has been achieved. So, choosing
GMM implies more sensitivity to IVselection but reducing mis-
specificationrisk tofalse assumptions made for the error term.

2.1 Data

Equation 1 involves three different kinds of series: actualinfla-
tion, inflation expectations, and the output gap. The source of
all variables is the Central Bank of Chile (CBC). The available
sample spans from 2000m1 to 2013m12 (168 observations).

® An assessment of criticism response can be found in subsection
1.2 of GG.

® In particular, GG states in regard of the use of FIML: “[...] While
we do not take a stand on this claim we find Lindé’s argument
unconvincing. In particular as we discuss below Lindé’s Monte
Carlo exercise is heavily tilted in favor of FIML.” (p. 1110).
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When forecasting, itis used the firsts 77 observations (2000m1-
2006mb) as estimation sample, leaving the remaining 91 obser-
vations to evaluation sample (2006m6-2013m12). This scheme
delivers 91 out-of-sample observations when predicting one-
step ahead, 89 for 3-, 86 for 6-, and 80 for 12-months ahead.

Actualinflation -headlineinflation— corresponds to annual
percentage change of the total CPI (index level, 2013 =100),
the same measuring units in which the inflation target is set.
Forrobustness exercises, I make use of anotherinflation mea-
sure, the so-called core inflation. This corresponds to the CPI
inflation but extracting the components of Food and beverages
and Energy (reducing exogenous volatility).

Theinflation expectations are provided by the ChSPF.” The
ChSPFisinformed at the beginning of each month. Inflation
forecastsare delivered for 1-, 12-,and 24-monthsahead, along
with projections of GDP for the current and following year. It
collectsanswers from academics, consultants, executives and
private sector consultants who alsoreportforecasts for other
variables. Since each individual analyst’s projections are not
revealed, the median forecastisused. The ChSPF startsin 2000
and several times has changed its content. Except for minor
changes madesince 2004m1ll, ithasremained unaltered. On
average over the period 2000-2009, 35 analysts completed the
questionnaire each month.

Note that another source of inflation expectations is the
Consensus Forecasts monthly report. However, the expecta-
tions provided there are made in a fixed-horizon basis. This
is, everymonthitisreported the forecast for December of the
currentand nextyear. Hence, the information provided forin-
termediate horizons would be weaker than that coming froma
moving horizon forecast. Moreover, thiswillredound into an
inefficient forecast since the implied errors will show smaller
errorsatlonger horizons that those made at shorter horizons.

" Database freely available at <http: / /www.bcentral.cl /eng/eco-
nomic-statistics /series-indicators /index_ee.htm>. See Pedersen
(2010) for details.
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Table 1 displays some descriptive statistics of all the series,
including the output gap which is described in the next sub-
section. Basically, its construction relies on the use of the Eco-
nomic Activity Monthly Index (EAMI, index level 2013 =100),
which constitutesamonthly measure of GDP.* Note that the pre-
ferred transformation to achieve stationaryinlevel seriesis the
annual percentage change. This transformation is preferred
becauseitisachieved stationarityaccordingtothe Augmented
Dickey-Fuller test it is an easy to interpret standard transfor-
mation, and matches the denomination of the ChSPF answers.

Finally, for robustness purposes, and considering this case
as an open economy, there is also analyzed the real exchange
rate and the Brent oil price (sources: CBC and Bloomberg) as
independentstationaryvariablesin Equation 1. Note thatboth
headline and core inflation alreadyinclude information from
oil price, since there is a considerable pass-through to domes-
tic prices (see De Gregorio, Landerretche, and Neilson 2007;
and Pedersen, 2011, for details). In contrast, the real exchange
rate considers amore genuine interaction dynamics between
the domestic and foreign economies.

Figure 1 displays the actual and k-lagged forecasted infla-
tion series across the whole sample. Note that the inflation ex-
pectation 24-months ahead [ChSPF: inflation (¢+ 24)] is very
close to the inflation target the majority of the time. Also, the
time span includes the global inflationary spillover of the re-
cent financial crisis.

Note that the use of ChSPF datasetis made under anumber
of implicit assumptions. One of the most important is that re-
spondents minimize their mean squared forecasted error, i.e.
quadraticloss function. Thisimplies, among otherresults, that
they are efficient into incorporating and using new available
information. Foran appraisal of the suitability of these projec-
tions, in Figure 2, I plot the cross-correlation between inflation

Moreover, the annual rate of growth of the EAMI coincides with
that of the GDP for each third month of each quarter. EAMI as well
as inflation are freely available at: <http:/ /si3.bcentral.cl /Siete /
secure /cuadros /arboles.aspx>.

38 Monetaria, January-June, 2015



Figure 1

ACTUAL AND H-LAGGED FORECASTED HEADLINE
AND CORE INFLATION!
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Headline — ChSPF Headline, h =12 (/-lagged)
-~ Core — ChSPF Headline, 2 =24 (hlagged)

!'Vertical line indicates out-of-sample forecasts start point (2006.6).
Source: Author’s elaboration using CBC's dataset.

(both) and the ChSPF expectations for 12 and 24 months. Af-
ter noticing that the forecast is made for headline inflation,
both expectations variables match the horizon at which they
are targeting relatively well. As expected, however, it is a less
clear cut with core inflation. In that case itis observed that ex-
pectations match the horizon with almost three or four lags
but with a similar accuracy.

2.2 Output Gap Building Blocks

One of the major drawbacks when estimating the NKPC is the
impossibility to accurately measure the excess of demand, i.e.
marginal costs. The typical alternative is the output gap, i.e. the
difference between the currentand potential output.’Basically,

? Note that I focus on output gap instead of unemployment gap
following the recommendations of Staiger, Stock, and Watson

(1997a, 1997b).
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Figure 2

CROSS-CORRELATION. INFLATION
AND (LAGS OF ) CHSPF EXPECTATIONS!

B Actual headline & ChSPF headline, 2=12
1.07 ®mActual headline & ChSPF headline, 4 =24
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!Confidence interval: 0+ Z, / n, where a is the probability-level of the inverse
normal distribution (n =168) (see Chatfield, 2004, for details).
Source: Author’s elaboration.

instability arise with the end-of-sample problem of filtering, es-
pecially when the Hodrick-Prescott (HP) procedure is used to
obtain the potential output; an unobservable component."
To alleviate this setback, I follow the approach proposed by
Bobbitt and Otto (1990) and Kaiser and Maravall (1999), re-
launched by Mise, Kim, and Newbold (2005). This consists of

% See Orphanides (2001), Orphanides and van Norden (2002, 2005) and
Garratt et al. (2008) for a discussion on this matter.
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Figure 3

OUTPUT GAP BUILDING BLOCKS

3. Seasonal

1. In- 1
nsampre ) 2. Forecasts ) adjustment of actual

of actual level

diagnostics X
5 . + forecasted series
and modeling

s

5, Sulbstiraei aciugll 4. Filter to forecasted
log-level to trend seasonally-adjusted
log-levels

Source: Author’s elaboration.

addingforecasted observationsto level series prior to perform
any filtering procedure. Hence, the method applied to obtain
the output gap follows the steps of Figure 3. Note that the sea-
sonaladjustmentis made with X-12-ARIMA in its default mode,
and the filtering method is HP (1 =129,600) -

Asthe method involves the use of forecasted observations,
three measures of output gap emerges: 7)using forecasted val-
ues up to five-years ahead (60 observations) coming from an
ARMA(p, q) model (labelled: Bwd), i) using ChSPF GDP fore-
cast for the current year [Fwd (t+ 12)], and #ii) same as i) but
using forecast for the following year [Fwd (t+24)]. As aresult,
three different matched specifications of the Equation 1 are
analyzed:

I)a (now non-strictly) BL model, including lagged inflation
only, plus Bwd output gap,

2)aFLmodel, including lagged inflation, the ChSPF expecta-

tions of inflation 12-months ahead, plus Fwd (t+ 12) output
gap, and
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3)aFLmodel, including lagged inflation, the ChSPF expecta-
tions of inflation 24-months ahead, plus Fwd (¢ + 24) output
gap-

The chosen ARMA model for EAMI corresponds to

AIQYt =y, =a+py._+6v,_,+0,,0,_, +v, ,with v, ~iid N(O, Uf ),
chosen with the general-to-specific (GETS) iterative process allow-
ing for skipped terms. The estimation is presented in Table 2,
whichalsorevealsrobustresultsacross the sample span,and a
correctspecification according to the Durbin-Watson statistic.

InAppendixAitiscompared the stabilityacross the sample
of the purely BL and Bwd output gap measures to assess the
stability gain using forecast observations. This procedure re-
doundsintoamore demanding BLbenchmark for the HNKPC
estimation and forecasts. As expected, the latter methodolo-
gy exhibit minor deviations while the number of observation
isincreased.

Severalarticles use output gap as a proxy of marginal costs,
differing often on the way how to obtain detrended output
(whether based on HP or other device). The economic ratio-
nale behind this measure is striking; it considers the distance
between the current state of the economy and the counterfac-
tual that may be obtained if all factors were employed in the
absence of shocks. Some examples using output gap are Rude-
busch and Svensson (1999), Stock and Watson (1999), Lindé
(2005), Paloviitaand Mayes (2005), Rudd and Whelan (2005),
Gali, Gertler,and Lopez-Salido (2005), Canova (2007), Dees et
al. (2009), Nunes (2010), and Jean-Baptiste (2012), among oth-
ers. Moreover, Batini, Jackson, and Nickell (2005) use output
gap alongside the labor share on the basis of an endogenously
determined price mark-up.

Nevertheless, some other measures of marginal costs have
beenalsoused. In particular, GG and many otherauthorsmake
use of the logarithm of the non-farm business labor income
share. For the particular case of Chile, Pincheira and Rubio
(2010) make use of the HP-based output gap, whereas Cés-
pedes, Ochoa, and Soto (2007) of amore complicated specifica-
tion relying heavily on structural assumptions (and ultimately
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Table 2

AUXILIARY MODEL FOR EAMI (y,) FORECASTS!

Estimation sample Full sample
Dep. variable ¥ W
P 0.961 0.893
(0.000) (0.000)
o -0.510 -0.226
! (0.000) (0.000)
0 -0.489 -0.773
2 (0.000) (0.000)
o 6.536 4.360
(0.000) (0.000)
R 0.656 0.741
D-W statistic 2.288 2.355
RMSE 1.209 1.324
Sample 2000m2-2006mb 2000m2-2013m12
Number of observations 76 167

Notes: 'p-value shown in parenthesis. Variance corrected with Newey-West HAC.
RMSE stands for root mean squared error.
Source: Author’s elaboration.

depending on calibrated parameters). Due to frequency consid-
erations (monthlyin thisarticle versus quarterlyin Céspedes,
Ochoa,andSoto, 2007),Iam unable to replicate their marginal
cost measure. Also, some of the input data used to build their
marginal cost measure has suffered of a major methodologi-
cal change since 2010 making difficult a fair extension of the
sample (see INE, 2010, for details).

Finally, Stockand Watson (1999) suggest that especiallywhen
theaimistoforecast, the output gap measure providesa conve-
nientalternative since relies basicallyinaunivariate ensemble.
Also, some of the major problems associated with output gap
-instead of using marginal cost-are rather an empiricalissue.
Typically is the end-of-sample problem, already tackled in this
articlein an efficient manner according to Chumacero (2001).
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2.3 Out-of-sample Assessment

To investigate whether the BL or one of the two FL specifica-
tionsis better at forecasting, I compute and compare the root
mean square forecast error (RMSFE):

N | —

RMSFE, =HZT“(7; Al )2} ,
t=1

/

tyt—h
t.For completeness, and amore demanding comparison, Ialso

include two competing models: the random walk (RWK), and
an AR(p) model choosing paccording to a fixed-7Tversion of the
stepwisebackwards procedure (labelled: AR[SB]). Thislast model,
similar to GETS, chooses the autoregressive order p within the
estimation sample, fixingituntil the last observation is used for
estimation. Note that OLS deliver misleading results (notshown),
implying that each forecast involve the multistage estimation
once an observation is added to the sample (and dropping the
last one under arolling window scheme).

Finally, statistical inference is carried out with the GW test
of predictive ability. It requires that errors have to be comput-

where 7/,_, isthe forecast A-step-ahead of 7,

., »madeat period

ed in arolling window scheme, and works for both nested and
non-nested models. The null hypothesis can be summarized
as both models have the same predictive ability conditional to its model
(see Clark and McCracken (2013), fora comprehensive descrip-
tion of the test.)

2.4 Robustness Exercises

Despite that the baseline exercises (in-and out-of-sample) are
reestimated using core inflation, three more estimations are
conducted. As above mentioned, to analyze whether interna-
tional variables play a role in inflation dynamics, there is in-
cluded in Equation 1 the real exchange rate (¢, and the oil
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price (p,) separately. Hence, the equation to be estimated cor-
responds to:

n ﬂ’-t = ﬂ“xt +th +7b7zt—l +7fEt [”tj,mh:l"'gt ’

where g is either g,or p,, and k isanew parameter to be estimat-
ed. The remaining robustness exercise consists simply on the
substitution of x,as output gap and defining x, as the annual
percentage change of EAMI.

Itis worth mentioning that all specifications, i.e. variables,
lags, and 1V, for the baseline close economy case were chosen
followinga ¢-statistic significant criterion in two sample spans:
using the estimationsample and the full sample. Any specifica-
tion that does not fulfil statistical significance within these two
samplesis discarded. If the specification fulfils the criterion,
thenitisanalyzeditsforecasting power and becoming the pre-
ferred specification. After having found the preferred specifica-
tion itis analyzed the case with g,variable, making use of the
same lag and IV structure. Hence, analyzing simply the mar-
ginal information that g, would provide.

3.RESULTS

3.1In-sample Results

Theresults for the three specifications with headline are pre-
sented in Table 3 for two samples: estimation (1-5) and fullsam-
ple (6-8). The J-stat. p-value indicates that IV are valid along
the sample span except for the BL specification. The list of
IVanditsusedlagsis presented in Table 5. It also reports the
weak instruments testing results. There are two other vari-
ables tested as IV: Consensus Forecasts’ Brent oil price and
ChSPF’s foreign exchange rate. Theybothresultasnovalid IV
with any acceptable lag length. Also, according to the Stock
and Yogo (2010) test, the set of IVare not weak, soits variance
estimation is not spoiled by IV bias.
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Note thatin both BL equations (1 and 4), the lagged infla-
tion coefficients ranged from 0.83 to 0.88 (both significant).
The output gap is significant with one lag (note that the first
lag is allowed as it comes from a forecasted variable. In real-
ity, delayin datarelease allows since two lags onwards). Equa-
tion 2isthe preferred with Fwd (¢t + 12). In this case, the output
gap is not significant with any lag between [1; 24]. Equation
3 shows the results when considering the 12-lag. As the data
for ¢ are sorted considering the A-period value, any lag be-
tween [1; 12] can be still considered as a forecasted value of
7, (inthis case, lag 12 matches the targeted variable). Never-
theless, the output gap resultsasavalid IV. The FL coefficient
accountsfrom 1.08 times bigger than the lagged coefficients
in the first sample (Equation 2), declining to 0.67 times with
the whole sample (Equation 7). The set of Equations 4, 5 and
8 mimics the results for Fwd (t+ 24). In this case, the decay in
importance of the FL coefficient is more dramatic. For the
first sample (Equation 4) accounts for 1.58 times to then de-
cay to 0.40 with the full sample (Equation 8).

Table 4 shows the results for core inflation. Qualitatively
these results are similar to headline but quantitatively their
figures are more dramatic. The lagged inflation coefficient
in the BL specification fluctuates between 0.77 and 0.91 (Ta-
ble 4: Equations 1 and 6). The FL coefficientin the Fwd (t+ 12)
specification starts from 2.48 times the lagged coefficient,
declining to 0.39 when considering full sample. Considering
the Fwd (t+24), the FL coefficient accounts from 1.12 times
with respect to the lagged, to just 0.19 with full sample.

All these results reveal instability in the parameters asso-
ciated to FL inflation. To this end, in Figure 4, I display four
graphs for each variable analyzing the evolution across the
sample (recursive) of the key parameters: y,, 7,, the t-sta-
tistic of 7, , and the J-stat. p-value (keeping the same IV)."

' However, this analysis is simpler than that developed, for in-
stance, in Swamy and Tavlas (2007) and Hondroyiannis, Swamy,
and Tavlas (2009). In those studies, the authors make use of a

Medel, C. A. 47



‘UONRIOQRD §, JIOYINY :90IN0G "I[RLILA [BJUIWILIISUL 0] SPUB)S
Al 's8e[ 221173 03 dn Surmo[[e ‘014 Yim dnewoIne :uonedynads Sef SuruaIyM *(DVH 1S9 -A9MON [IM) ISISAUL XLIEW IUBLILAOD [UOHRUWNSI XLITPW
SunySop ‘WIND YIIM SUOTIRWIISH "SIIBWINISI JUIIILPFI0D ) MO I0q ‘s1ayderq arenbs ur umoys st Se[ uasoyd ‘sisoyyuared ur umoys st anfea-¢, ;910N

INOLILVTANI 340D 9404 SLINSTY NOILVINILSH

P11 ¢yl $91 Gy Gy ¢ g ¢l SUOITEAIISGO JO IqUNN
G1WgI03 SIWEI0s  GlWEI0E  SWI003 Gu9003 Gu9003 Gu9003 G900
-6W5008 -3Wg003 -GWO00g  -6Wg008 -6Wg008 -3Wg003 -3Wg008 -GuI)003 spdureg
(9%3°0) (9%1°0) (666°0) (801°0) (891°0) (66°0) (616°0) (8%1°0) anyea-¢ yes-f
0083 G¥8°¢ 06%'T LLS8 96G°¢ L00°0 L91°0 9803 onsneys-/
(190°0) (000°0) (800°0) (860°0) (€£0°0) (991°0) (9%1°0) (500°0)
1660~ GaL 0- L15°0 060 T- 60§ 1- 3086~ CLY G- ¥£9°0 TuRISUON)
" . . (1] (8%0°0) AT . - - Vo
0600~ &
- Al ® - - Em %Nmoﬂmov AL - ﬁ:.,wm
) i [1] (00°0) ) ) i i [1] (000°0) -
90°0 3150 ¢
[g1] (310°0) [2r] (000°0) (1] (z1r°0) [31] (¥60°0) [a1l(181°0) [31](901°0) ) -
GLT'0 9¢$°0 19¢°0 G3L'0 $60°1 €0$'1 ¥
(000°0) (000°0) (000°0) (000°0) (000°0) (¢60°0) (1¢0°0) (000°0)
6£6°0 L98°0 F16°0 G880 Gr9°0 059°0 935°0 8920 Uiy
aqwws g a)dwuns uorvwsy
u.mx ‘uoyvyfur ai07) Qo “dacr
8 L 9 I3 ¥ £ z I

¥ °2I9EL

Monetaria, January-June, 2015

48



"UOTIRIOGR]D S I0TINY :921N0G *(£,00g) & 12 [[BH 29§ "BLIDILID UONDII[IS
JUDWOW 10§ SPULIS DSIA ¢ "SIN[LA [EINLID (F()()g) OS0X Pue YD0I§ I0] SPULIS 'A'D X-G ; "ONISNIBIS-] P[EUO(J-3SLI) 10] SPULIS INISIILIS-] (J-D); :SOION

[©2]
<
5V0°6- LL8'89 g
wwt“omwwa ‘ wwt.mwwd ‘ EIJ&L.R <671y, queisuon)
5667 86'9 L8°91 096°0L 8 ¥ 7Y v ! ~ 8¢V
918°01 8L0°0 4
BLHGE I BIHEIIC  VEHTEl Y, S quesuon)
G19v- 86'9 L8'91 LTL°G8 Lg v v / ~ L6&
G <Vl < 8§71y queisuon
960°4- av'g 6V'6l ¥0L°16 91 v =~ ~ 91
£ 91qu[. ‘uouvfus 2407
0L9°9- 6LEL g
o «&thwl\n ‘ «miéwLﬁ <671y, “queisuon)
89673~ 85°9 L8°91 805'L gy T ” d 84¥
16670 9660 4
BUHIGE—1(C « GIHIBI-I(C « FEHIFE1,, « 61y, Queisuon)
P96 T 869 L8'91 0%0°LL L3 v v / L6
§TC ¥y 87y quersuo
009°6- av'g (A 009764 91 v 0 91
€ a1qur, “‘woyv)fuy auzpvary
OSIW %&C %OI <
unay 22 XS PUSYDIS] spuamnasuy uoyvnbzy G
an T
o
LSI'T SHTAVIIVA TVININNALSNI Wu

G °2IqeL



Figure 4
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IN-SAMPLE RESULTS OF RECURSIVE PARAMETER
ESTIMATION ACROSS FORECASTING SAMPLE!
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Source: Author’s elaboration.
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Figure 4 (cont.)

IN-SAMPLE RESULTS OF RECURSIVE PARAMETER
ESTIMATION ACROSS FORECASTING SAMPLE!

C. T-STATISTIC OF THE FORWARD-LOOKING PARAMETER
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These results show that for headline the persistence param-
eter moves slowlyaround 0.80to 0.90 at the end of the sample.
However, differentresults are obtained for the FL parameter.
Amajorshiftisadvertedin the aftermath of the financial cri-
sis. While in 2009 the parameter reaches values even great-
er than one, since 2012 that is around 0.50 with the two FL
specifications. The parameter is almost always significant,
and the IV are valid until 2013 for the FL specifications only.

For core inflation the situation looks similar. However, al-
most all estimates remain steady since late 2009. The lagged
coefficients look similar for the three specifications around
0.90, while the FL coefficient below 0.40 (significant along
the sample). The IV are consistent, especially with the Fwd
(t+24)specification.

From this analysis it is possible to conclude that there is a
robust but low role for expectations when determining cur-
rentinflation. This evidence is shared for headline as well as
core inflation.

The results of robustness exercises when using headline
inflation are the following."? In Table 6 there are shown the
estimations using the real exchange rate within the preferred
specification for each output gap version using two sample
spans. Note that these results are obtained after fulfilling
statistical significance with the full sample for a given lag -
or some lags—, and then analyze the results with the reduced
sample. By doingso, Equations 4 to 6 using full sample reveal
asignificantbutunclearrole forreal exchange rate, ranging
from —6.0% to 7.6%. When considering FL measures, the co-
efficient is significant negative around 6% to 3%. However,
the chosenlaglength —-the onlysignificant-doesnotremain
significant within the estimation sample, see Equations 1 to

time-varying coefficient environment to reduce bias specifica-
tion, finding a minor role for lagged inflation in four European
countries.

2 The robustness results using core inflation are not reported for
the sake of space, but they are available upon request.
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3. Even if they were significant, the coefficients are unstable
in bothsignandsize. Hence, this version of the HNKPC is dis-
carded for a further forecasting analysis.

Table 7 present the results when using oil price. It is no-
ticed qualitatively same situation than before: significance
with full sample ~Equations 4 to 6—, and erratic results with
the short sample ~Equations 1 to 3—. The elasticity is close to
zero possiblybecause the information provided by oil pricesis
alreadyincluded in the FL component of inflation as De Gre-
gorio, Landerretche, and Neilson (2007) argues. Again, these
estimationsare discarded for further out-of-sample analysis.

Finally, Table 8 shows the results when instead of output
gapitisused theannual percentage variation of EAMI. In this
case, the results seems promising for forecasting exercises
since the variable is significant when it is included in both
the first- and second-step regression and with the expected
sign. Note that the output gap is completely substituted by the
growthrate, evenasan IV. Thisisa particular convenient re-
sult when the aim is to forecast since same specification could
produce accurate forecasts with less information —an issue
addressed later. According to Table 8, there is a major role
for lagged inflation, whereas FL component has declined it
importance as more observationsare included. Using the es-
timation sample, the ratio between FL and lagged component
is greater than unity, while with the full sample it accounts
between 32% to 54% only.

3.2 Out-of-sample Results
Theresultsare presented in terms of the RMSFE ratiobetween

the preferred FLspecification (pivot) and acompeting model:

RMSFE,; ™"

] RMSFERatio, =—— 4 ___
RMSFE, """
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Hence, figures below one are in favor of the Fwd (t+k)model,

where k = 12 for headline and k = 24 for core. The results are
presented in Table 9.
Theresults for headline show predictive gainsinalmostall cas-
es. The exceptionsarewithrespect tothe RWKand the AR[SB] at
h={1;3}. Note that when comparing to the other PC, the gains
are qualitatively mixed: while higher gains are observed re-
spectto Fwd (t+24)at h={1; 3}, it achieves 45.9% (=1-0.541)
when predicting at 2={6; 12}. The preferred specification is
also better than both benchmarks when predicting at 4= {6;
12}. According to the GW test, all differences are statistically
significant except those with the BL specification.

The results for core reveals that the preferred specification
Fuwd (t+ 24) outperforms the other FL specification, and both
benchmarkswhen 2=12. The GWtest reveals that only respect
to Fwd (t+12)at h={1; 3} the gains are statistically significant.
However, note the BL specification is better at any horizon
(but gains not significant). This result suggests that the lower
variance of core respect to headline —i.e. its smoothness— in-
flates the relevance of the autoregressive term neglecting the
inflationary FL variable (recalling that the forecast is made
for headline).

In general, the out-of-sample exercise suggests that along
with the ability of the HNKPC to explain inflation dynamics,
it could be also considered as a valid benchmark model when
forecasting at short-run. The predictive results for core infla-
tion point out thatits dynamics differs from those of headline,
suggesting that core could be a process with higher memory
(Grangerand Joyeux, 1980).Itisalsosuggested that the FL mea-
sures used are more related to the most volatile components of
inflation. Conditional to the 1V, the output gap measure plays
arolewithin the BLspecification delivering better results than
its closer benchmark, AR[SB]. Further unexplored vignettesin
thisarticle mayshed somelight on core dynamics byanalyzing
some minor twists. For instance, nonlinearities in the (same)
IV, and /or long-run forecasting horizons.
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The results using the annual percentage variation of EAMI
instead of output gap are presented in Table 10. As a robust-
ness exercise, these results are compared to the baseline case.
Hence, itisreported the ratio:

Annual variation
RMSFE!
Output gap
RMSFE/

m RMSFE, Ratio Robustness=

’

where figures above unity implies a worst performance of the
annual percentage change (annualvariation) compared to the
same specification when using output gap measure (output
gap). In all the cases the baseline specification achieves a low-
er RMSFE except with the Bwd representing a predictive gain
of 8%. Nevertheless, this gain is not statistically significant ac-
cording to GW test.

Despite these results, the annual variation option stillseems
convenientand efficient given its simplicity. With headline in-
flation, the average predictive lossusing the Fwd 12 output gap
acrossthe horizons achieves 5%. This figure is even smaller at
h=1and 3 around 2.8%. For the case of core inflation there is
a similar situation. With Fwd 12 output gap, the average pre-
dictivelossachieves4.8%, and upto 2.4% at =1and 3. Hence,
the annual variation option seems as avalid second best alter-
native for inflation forecast.

4. CONCLUDING REMARKS

Theaim of thisarticleis toinvestigate to which extent FL mea-
sures ofinflation help to explain inflation dynamics and their
forecasts with a PC ensemble. This objective is tackled by ana-
lyzing the performance of the HNKPC, using a dataset of the
Chilean economy, including inflation forecasts as a measure
of inflation expectations.

To that end, I first estimate with GMM an unrestricted ver-
sion of the HNKPC, to then compare its predictive power with
a BL PC and traditional benchmarks predicting at 2= {l; 3; 6;
12}-months-ahead.
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The results show that the FL inflationary component is sta-
tistically significant when is included in the specification. In
size, the preferred specification accounts from 1.58 to 0.40
times the lagged inflation coefficient; the latter figure consid-
eringwhole sample. When considering short-term forecasting,
I find predictive gains close to 45% (respect to the BL specifi-
cation) and up to 80% (respect to the RWK) when forecasting
at 12-months-ahead. However, these gains are not statistically
significant. In sum, these results should be read carefullyand
the HNKPC just as avalid benchmark.

For robustness purposes, there are estimated same speci-
fications with core inflation, plus an open economy analysis
with real exchange rate or oil price. The in-sample results for
core inflation support the existence of the HNKPC. Neverthe-
less, predictive results suggest that core could be a process with
higher memory. The output gap plays akeyrole delivering bet-
terresults than similar benchmark. None of the two openness
measures used -real exchange rate nor oil price- deliver sig-
nificant results in the reduced form.

Finally, the estimation using the annual variation of amonth-
ly indicator of GDP instead of output gap deliver reasonable
forecast accuracy but not as good as the preferred forecast -
implied output gap measure.

AnnexA. Output Gap Stability Analysis

One ofthe most desirable conditions foran unobservable vari-
ableisits stability. This can be understand as how robustis the
measure while more observations are added to the sample. A
more robust measureisthatlessinvariant to new observations,
and statistical inference can be carried out with a higher de-
gree of reliability.

There are several measures towards stability assessment.
Some common as well as useful measures are those contained
in the X-12-ARIMA program in order to assess the seasonal
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adjustment quality, i.e. sliding spans and revision history."”” In
thisappendixitis described and employed the revision histo-
ry technique to determine the effect of forecast observations
in the stability of the output gap measure, compared with the
case where no observationsare added. Thislast situationis of-
ten referred as the end-of-sample identification problem.

Therevision historyis defined as the difference between the
earliest estimation of a given observation obtained when that
observation is the last available and a later estimation based
onallfuture data available at the time. Hence, this measure is
specifically concerned with the effect of new information on
the historical record of the output gap and the variance con-
tribution to the estimation and the forecast afterwards.

Therevision historyis calculated as follows. Let }7,‘, =Y — Yo
the output gap measure (inlogs) calculated using ¥, asamea-
sure of potential output. y;, corresponds to the trend compo-
nent of the decomposition Yy, = Y + Y, obtained with the HP
filter using available data until observation ¢. Now, suppose
that the same 37”[ measure is obtained considering all future
dataavailable until observation 7, j,; . The revision historyis
defined as:

Rt = &t\T _5)t\t'

Note also that the decomposition Y, = ¥, + ¥, canbe made
by using the actual plus 2-forecast-augmented variable, y,{Hh ,
toimprove itsstability. In this case, the output gap corresponds
to j)t\t,f = Yy —y,{tfh , while the revision history to:

Rl,f :5)1\T _5)l|l,f .

The comparison comprises R,and R, , as R, isrelated to the
purely BL case and R, , to the Bwd output gap measure. In Fig-
ure Al, the first panel show the revision historyacross the sam-
ple for output gap based on the purely BL potential output (v

B See Findley et al. (1990) and Findley et al. (1998) for details.
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-point is the most recent estimation ;). The second panel ex-
hibit the revision history for Bwd. In both figures there is also
depicted the average of both measures. Note that the difference
between purely BL and Bwd accounts for approximately 0.20
(=0.78-0.59) basis points, while the variancesare 0.83% and
0.59%, respectively. Hence, the procedure proposed by Kaiser
and Maravall (1999) of adding forecast observations prior to
any filtering procedure deliver a more stable measure of out-
put gap. Thislast characteristic is desirable since this variable
is prone to exhibitalarger measurement error which may turn
to spoiling both interpretation and inference.
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