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Output Gap and Neutral
Interest Measures
for Colombia

Abstract

Three new measures of the Colombian output gap and the real neutral
interest rate are proposed. Instead of relying only on statistical filters,
the proposed measures use semi-structural New Keynesian models,
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contents of this document with suggestions and discussions, special
thanks are in order to two anonymous referees, Hernando Vargas,
Carlos Huertas, Adolfo Cobo, Andrés Giraldo, Christian Bustamante
and Angelo Gutiérrez, also to Ramén Hernandez for his research as-
sistance. Of course, any remaining errors are the sole responsibility
of the authors. The results and opinions expressed in this document
do not compromise in any way the Banco de la Republica or its Board
of Directors.
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adapted for a small open economy. The output gap measures presented
arein line with previous works for Colombia and capture all the turn-
ing points of the Colombian business cycle, as measured by Alfonso et
al., 2011. They are also strongly correlated with inflation and precede
its movements along the sample. The neutral interest rate computed
indicates that the monetary policy stance has been overall countercycli-
cal, but has failed to anticipate the output gap’s movements, or at least
react strongly enough to them.

Keywords: output gap, New Keynesian model, neutralinterest rate.

JEL Classification: E23, E32, E43.

1. INTRODUCTION

he conduct of monetary policy requires information on

the current state of the economy and a measure of the

monetary stance. This information is crucial for policy
makersbutisbynature unobservable, and thus subject to great
uncertainty, implying the need for methodologies capable to
account for both things (Taylor, 1999, and Woodford, 2003a).
This document uses semi-structural New Keynesian models
to obtain such information for the Colombian economyin the
1994-2011 period.

The state of the economy is summarized in the output gap,
defined as the difference between observed and potential out-
put, the latter understood as the level of economic activity in
absence of inflationary pressures. The output gap is therefore
anindicator of inflation pressures and the dynamics of the ag-
gregate demand.

The monetary policy stance is measured by the difference be-
tween therealinterest rate and the neutralinterest rate (Blind-
er, 1999), defined asaninterestrate level at which the monetary
authority exerts noinfluence over the behavior of the aggregate
demand, in other words: “Any higher real interest rate consti-
tutes tight moneyand will eventuallyimplyfalling inflation; and
any lower real rate is easy money and signals eventually rising
inflation” (Blinder, 1999, pp. 33). Note that the neutral rate is
notequal tothe naturalrate of interest, for the latteris “thereal
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rate of interest required to keep aggregate demand equal at all
times to the natural rate of output” (Woodford, 2003a, p. 248).
The natural rate is interpreted as a desirable level for the real
interest rate, whereas the neutral rate onlyindicates the effect
of the real interest rate over the output gap.

The output gap and the neutral interest rate must be inferred
from the macroeconomic information available. For the out-
put gap, the techniques to do so rely on the use of statistical
tools such as filters, VARs, factor models, among others, that
allow the decomposition of outputinits trend component (as-
sociated with the potential output) and its cyclical component
(associated with the output gap).' The neutral interest rate is
more difficult to extract becauseits value isnot necessarily re-
lated toatrend or smooth component of the realinterestrate,
moreover, thislastvariable isalso unobservable, foritdepends
on the agents’ inflation expectations.

In order to jointly estimate the desired variables it is neces-
sary to account for the structural relations between them and
othervariablesastheinflationrate, aswell asvariables that af-
fectasmallopen economy, asthereal exchangerate, the foreign
interestrate, etc. Because of this, we expand a statistical mod-
el, the local linear trend model, with a New Keynesian model
adapted for a small open economy. Three alternative specifi-
cations of the model, which differ in the way expectations are
formed, are considered. Thisis donein order to present differ-
ent measures of the output gap and the monetarystance while
recognizing thelack of consensusin theliterature over the way
in which expectations should be modeled.? It must be noted
that, although the use of several models helps to account for

Most of these techniques imply unwanted results over the rela-
tions of output’s permanent and transitory component, making
them completely correlated or orthogonal, depending on the
method (Canova, 2007, Ch. 3).

? For example Rudebusch and Svensson (1999) argue for the
use of backward looking expectations, Woodford (2003b) for
forward looking expectations and Gali and Gertler (1999) for
hybrid expectations.
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thevariabilityin the measurement due to model specification,
itisnotintended to address (norsolve) theinherent model un-
certainty towhich the measurement of this variablesis subject
(Orphanides and Williams, 2002).

In the first specification of the model, agents are assumed
to follow predetermined rules when forming expectations.
These rules are a function of current and lagged values of the
variable over which the expectation is formed. In this way the
model has a direct state space representation and the output
gap canbe extracted by means of the Kalman filter. In the sec-
ond and third specifications, agents are assumed to have ra-
tional expectations about the future, taking into account all
information available. In order to extract the output gap, the
solution to the rational expectations equilibrium of the mod-
els has to be computed, and then the state space representa-
tion can be formulated.

The approach taken here is similar to the previous work of
Echavarria et al. (2007) and Berg et al. (2006), and seeks to
complementaliterature already existing for Colombia, noting
the works of Gonzalez et al. (2011), Torres (2007), Rodriguez
etal. (2006), Gémez and Julio (1998) and Cobo (2004) among
many others. It is also closely related to various articles that
seek tojointly estimate the dynamics of the output gap and the
naturalinterestrate. Thisisthe case of Laubach and Williams
(2003), Garnierand Wilhelmsen (2009), Mesonnierand Renne
(2007) and Castillo et al. (2006).

The description of the models is covered in Section 2. The
models are estimated with Colombian data, this is described
inSections 3and 4. Afterward theyare used to extract the out-
put gap measures for Colombia, thisis discussed in Section 5.
Finally, results for neutral interest rate estimates are present-
edin Section 6.

2. MODELS

Three modelsare used to extractinformation about the output
gap and the neutralinterest rate for Colombiain the 1994-2011
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period. Allmodelsare builton top ofalocallinear trend model,
introducing the neutralinterestrate, and amore elaborate def-
inition of the output gap, using asemi-structural new-Keynes-
ian model for asmall open economy. The models differin the
way expectations are defined. One of the models has backward
looking expectations, another has forward looking expecta-
tions and in the last one expectations are formed in a hybrid
manner, taking into account both past and future values of
the variables.

The motivation for these models is twofold. First, they give
economic structure to the output gap, and introduce the no-
tion of aneutralinterestrate, as opposed to the use of a purely
statistical model. This allows to extract information from se-
ries other than the GDP when computing the output gap, and
infer the dynamics of the neutral rate. This same strategy was
used by Gonzdlez et al.(2011) for computing a measure of the
Colombian natural interest rate, showing the differences be-
tween purely statistical and macroeconomic models. Second,
since there issome degree of uncertaintyregarding the mecha-
nisms by which agents form inflation expectations we consider
necessary to presentdifferent measures of the output gapand
the neutral interest rate using different approaches to agents
expectations in line with previous literature on New Keynes-
ian models.

The remaining of this Section presents the main features of
each model, Appendix A contains complete set of equations.

2.1 Local Linear Trend Model

The local linear model will be used as a base for building the
more elaborate macroeconomic models thatare shown below.
Itisa purelystatistical model that decomposes output (y) into
a trend component with an stochastic drift (E) and the out-
put gap ().

The output gap is given by:

n §t=yt_>—,t.
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The output trend componentisassumed to followarandom
walk with a stochastic drift:

2] N =V tg e -

The drift (gt ) is the growth rate of the trend component of
output and is given by:

E gl :(1_T)g§.§+fgl—l+glg’

both &’ and &f arei.i.d. Gaussian disturbances. The shocks’
variances O';@'; and 7 are parameters to be estimated.

Note that &’ and &f account for permanent shocks to the
level of potential output, providing an explanation for move-
ments in that variable. This feature allows to use data on the
GDP level when estimating the output gap. However, the local
linear model does not give any economic structure to the out-
putgap, and doesnotinclude othervariables, also relevant for
monetary policy. Because of that, thismodelis complemented
with economic structural relations as described in the mod-
els below.

2.2 Backward Looking Semi-structural Model

The model consistsin equations 1,2,and 3, an IS curve, a Phil-
lips curve, an uncovered interest parity (UIP) condition, and
equations for the dynamics of the real interest rate and the
real exchange rate.

The IS curve is given by:

E 3 =B P (Tz—l _?1—1)“':83‘7[—1 +z) .

According to this representation, the output gap depends
onits pastvalue, therealinterest rate gap (being 7 the neutral
rate of interest), the real exchange rate gap (g, ) and an exog-
enousvariable z) thatstands for the effects of demand shocks

5;) intheiscurve. z' isassumed to follow an AR(1) process:
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Y — » y
E Z; = pth—l +é;

Note thatwhen therealinterestrate 7, isequalto 7, the term
oftheis curveinvolving the realinterest rateis canceled, thus
eliminating the effect of the real interest rate over the output
gap. Thisiswhy the variable 7, is taken as the neutral interest
rate.

The Phillips curve for the annualized quarterly inflation
rate, is given by:

E ﬂ z+1|t+ﬂ“2yt 1+ﬂ“ (q ‘]t 1) 4

where 7;,,, denotesthe period ¢ expectations over period ¢ +1
inflation, ¢, is the real exchange rate level, and z isan exog-
enous variable that stands for the effects of supply shocks (gt”g)
over the Phillips curve. As before, z" is assumed to follow an

AR(1) process:

T o_ T T
Z, = Pz tE

Inflation expectations are defined asan average between the
inflationtarget (7) and lagged annual inﬂation%m, o1 ) , thisis:

E Ty = A 7r+(1 A )”4,;71’

as for the annual inflation (7;4 . ) it follows from the definition
of x, that:

1
a Tyy = Z(”t Tt T +7Tt—3) ’

where 7, stands for the period to period change in prices.
The modelis complemented by three sets of equations char-
acterizing the dynamics of the real interest rate, the foreign
real interest rate and the real exchange rate.
Therealinterestrate must satisfy two equations. The Fisher
equation 10, and an uncovered interest parity condition 11:
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11 = =77 )+ 4 (g —q )+ el

where 7, isthe foreign realinterestrate, 7 its neutralvalue at
period ¢, and ¢;,;, is the one period ahead expected value of
the real exchange rate. g isashockthat affects the UIP.

The neutral interest rate is assumed to follow an AR(1) pro-
cess, this means that it is an exogenous factor for the model,
nevertheless its value can be extracted from the model, since
therelation between the neutral rate and other variables is well
defined byIS curve 4, and the UIP condition 11. Since all equa-
tions operate simultaneously in the equilibrium, the value of
theneutralrate dependsimplicitly on the foreigninterestrate,
the real exchange rate and the overall state of the economy.?

m Ti=p77t—l+(l_pr)7ﬁ+€t7'

The real exchange rate gap is defined as the difference be-
tween its realized and its trend value:

m q}f =q, _qt ’
its trend is assumed to follow a random walk:
m 7, =q.+s&

and the expected real exchangerateisassumed tobeanaverage
between the trend, and the lagged value of the exchange rate:

The relation between the neutral interest rate and the potential
output’s growth rate (gt) is not included explicitly, as is done
by Laubach and Williams (2003), Mesonnier and Renne (2007)
and Echavarria et al. (2007). Nevertheless, an extra exercise was
carried out modifying the definition of the neutral interest rate.
The potential output’s growth rate recovered was very stable and
implied little changes over the neutral rate, with respect to the
results presented in Section 5.
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Finally, the nominalinterestrate respondstoacontempora-
neous Taylor rule,* the rule’s intercept is given by the neutral
interest rate plus the inflation target, following Taylor(1993)
and Woodford (2003a) and itis assumed that the foreign neu-
tralinterest rate and the foreign interest rate gap evolve exog-
enously following AR(1) processes:

ig i =i +(1-7) ( T+T "'7’2(”4; )"'733’:) ,
T =p i +(1-p ) e

ok # % y
18] w = = x(n T )+el

/ . . . —_ k%
All ¢’ variables, with j e{y,ﬂ,r,q,r,r T }, are assumed to
bei.i.d. Gaussian disturbances with mean zero and constant
variance.

2.3 Hybrid Semi-structural Model

The second modelis built on top of the adaptive expectations
modeland differsfromitin the wayinflation and real exchange
rate expectationsare formed, and in the dynamics of the nomi-
nalinterestrate, forwhichitisnow possible toassume a forward
looking Taylor rule. Additionallyaforward looking component
isintroduced into the is curve.

The IS curve 4 is modified and is given by:

m Y =B b, (75—1 —7 ) + B4, + BLE, {yz+1}

* Asin Laubach and Williams (2003) and Mesonnier and Renne
(2007) the equilibrium is well defined in the absence of a Taylor
rule, and the nominal interest rate can be taken as an exogenous
variable. The Taylor rule is included for comparison with the
rational expectations models, where it plays a crucial role for

equilibrium determinacy (see Taylor, 1999), and Woodford,
2003a).
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Inflation expectations (Equation 8) are also modified and
are now given by the average between expected and lagged an-
nual inflation:

m T = 4 E, {774,”4}"‘(1_11)774,#1 .

Exchange rate expectations formulation is also modified,
andistheaverage between expected and lagged exchange rate.
Therelative importance of each componentis given by the pa-
rameter ¢. The equation that characterizesthe expectationsis:

21 Gn =PE ¢} +(1-0)q,, -

The Fisher equation 10 is defined in terms of the expected
inflation corresponding to rational expectations:

E thit_Et{ﬂ-Hl}'

Finally, the Taylor rule is modified to include the four-peri-
odsexpectedvalue of inflation, takinginto account the lagged
effect of monetary policy:

P b= Vb +(1_71)((7z+7?)+72Et(71'4,z+4 _7?)+73§z)+5;'

2.4 Forward Looking Semi-structural Model

The last model can be represented as a special case of the hy-
brid model, restricted so that the IS curve (Equation 19), the
inflation expectations (Equation 20), and the exchange rate ex-
pectations (Equation 21) are only forward looking. This means
restricting the parameterssothat f, =0, 4, =1 and ¢ =1.

3. DATA

Aset offive macroeconomicvariablesisused for the estimation
and filtering process. All variables are used in quarterly fre-
quencywith asample that ranges from the first quarter of 1994
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tothelastquarter of 2011, thus the sample has 72 observations.

The series used are the natural logarithm of the seasonally
adjusted GDP, total CPIinflation (seasonallyadjusted), and the
nominal interest rate, taken as the average rate of the 90 days
certificate of deposit (CDT). As for foreign variables, the real
interestrate is taken as the 90 days certificate of depositrate for
the USA,” and the real exchange rate corresponds to the bilat-
eral exchange rate between Colombiaand the USA, computed
with the average bilateral nominal exchange rate and the CPI
indices for both countries (all items included).

Two things are worthwhile mentioning. The first is that, as
in Mesonnier and Renne(2007), the real interest rate is com-
puted in-model, in a way consistent with the models’ inflation
expectations. The second is that the Colombian economy ex-
perienced a disinflation period in the 2000s, with a decreas-
ing inflation target. Since the models take the nominal series
as stationary, we shall work with the domestic inflation and
nominalinterestrate series relative to the inflation target; this
eliminates the trend from the series and makes them compat-
ible with the models definitions. Two parallel exercises were
conducted incorporating a time varying inflation target, as-
suming AR(1l) and random walk dynamics; the results are ro-
bust to this changes.

4. PARAMETRIZATION

The parametersare divided in twosets. Oneis fixed and is com-
posed mainly by those of the steady state, and the other one is
tobe estimated. The estimation is done by means of Bayesian
techniques.

4.1 Fixed Parameters

The parametersthat determine thelong runvalues of the vari-
ables in the models are fixed according to the characteristics

> The real rate is computed ex post with the US CPI inflation; the
CPI is seasonally adjusted and all items are included.
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of Colombian data. The long runrate of output growth is fixed
at4% inannual terms (gﬁ =0.04). Theinflation targetissetat
3% (7 =0.03) accordingly to the mid point of the long run tar-
get band for inflation of the Banco de la Republica. Since Co-
lombia is a small open economy, its real interest rate is given
in the long run by the foreign interest rate, hence the domes-
tic and foreign real interest rates are set to 2.5% in the steady
state (755 =7 = 0.025) . This factalongwith the absence of drift
in the equilibrium exchange rate process imply that there is
no depreciation in steady state.

4.2 Estimation

Parametersthatare not fixed are estimated by means of Bayes-
iantechniques, combining priorinformation with the model’s
likelihood function (computed with the Kalman filter). These
techniques have been applied with great success to the estima-
tion of DSGE modelsin theliterature (e.g., Smets and Wouters,
2007),and, asnoted in An and Schorfheide(2007), have many
advantages when dealingwith short time series and identifica-
tionissues (common insemi-structural models), theyalso pro-
vide anatural benchmark for model comparison (the model’s
marginal likelihood).

Two chains 0of 100,000 draws are used when computing the
parameters’ posterior distributions. There are three types of
prior distributions used. For bounded parameters (between
zeroand one) abetadistributionisused, the meanissettothe
mid point of the interval. For unbounded parameters a gam-
ma distribution is used, the mean is set to 0.3 in accordance
to previous estimations of semi-structural models. Finally the
shocks’ variances are all associated with an inverse-gamma
prior distribution. Appendix B summarizes the prior distri-
butions used for the estimation of the models.

The results of the estimation procedure for each model are
presented in Appendices C, Dand Erespectively. The estima-
tionwas made usingthe Dynare software (Adjemianetal., 2011).
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Figure 1
OUTPUT GAP MEASURES

A) BAckwARD LOOKING MODEL B) HYBRID MODEL

i i
1995 1997 2000 2002 2005 2007 2010 1995 1997 2000 2002 2005 2007 2010

c) ForwarD LoOKING MODEL D) Output Gap AND H-P

—6 -6
1995 1997 2000 2002 2005 2007 2010 1995 1997 2000 2002 20053 2007 2010
— B.L.gap ----Hybrid gap «eee F.L.gap —Hodrick-Prescott gap

Output gap given by the backward looking, hybrid and forward looking models (HPD
regions at 90%), and the cyclical component of output obtained from the Hodrick-
Prescott filter with A = 1,600. Grey areas correspond to peak-to-trough periods of the
Colombian business cycle according to Alfonso et al. (2011). Series are all quarterly
for the period 1994-2011. Calculations were made using Dynare.

5. THE OUTPUT GAP

After the estimation the parameters are set to their posterior
mode values. Then each model is used to extract the output
gap from the data. The proposed output gap measure is ob-
tained with the Kalman smoother forvariable j in each model.
Since the Hodrick-Prescott filter (henceforth HP filter) can be
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represented as aspecial case of the locallinear trend model it
isused as abenchmark for the results (see Harvey and Jaeger,
1993, and Canova, 2007). Figure 1d presents the results for this
exercise. Panels 1a, 1b and lc show the output gap obtained
from each model with its respective higher posterior density
(HPD) region at 90%. This region accounts for the uncertainty
inthe parameter estimates. Greyareas correspond to peak-to-
trough periods of the Colombian business cycle according to
Alfonso etal. (2011).

Thereisacleardifference between the ability of the forward
looking model (Panel Ic) to capture the dynamics of the out-
put gap, and the other two models. Even with an HPD at 90%
the forward looking modelisable to capture the boom experi-
encedin Colombiainthe 1990s, the subsequentrecessionand
that affected most of the 2000s and the last cycle (2006-2007
boom and the international financial crisis of 2008).

Panel 1d presents the output gap measures and the Hodrick-
Prescott filter for the Colombian GDP. Note that, although all
three measures comove they are not equal, showing that the
economic models have additional information when compared
to the statistical filter.

The most notorious differencesare in the 1994-1996, 2000-
2004 and 2006-2009 periods. In the first period the forward
looking model presents a higher (positive) output gap than the
other models (joining the HP filter only until 1997). In the sec-
ond period, the backward looking and hybrid modelsidentify
a closed output gap whereas the forward looking and the HP
filter still show a negative cyclical component. In the second
period the models, specially the backward looking model, fail
torecognize a greatincrease in the output gap, as opposed to
the forward looking model and the HP filter, that identify a
strong positive cycle.

Besidesthe differences between the proposed measures for
the output gap and the one given by the HP filter, there are also
differences between those measuresand the consensusamong
the experts. Accordingto them, the gap should have been posi-
tive at the beginning of the sample (as in the forward looking
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model) and more negative atthe 1998-1999 recession. The mod-
els fail to reproduce these facts because of two reasons. First,
the Kalman filterisinitialized at an arbitrary point, that does
not necessarilyreflect the true value of the states. In the previ-
ous exercise the filter was initialized as if the gap was equal to
zero—its steadystate value-in 1994Q1.°Second, thelocal linear
trend model, on top of which the proposed models are built,
understands the data in the 1998-1999 period as a change in
output’strend -thismeansthat the modelisattributing part of
the recession to a decrease in potential output, thus generat-
ing a less negative output gap. It isimportant to note that most
ofthe models designed to extract output’s cyclical component
failtorecognize astrong negative output gap in the 1998-1999
period,”but, unlike most of them, the use of the Kalman filter
allows ustoincorporate additional information about the out-
put gap, for the estimation and filtering process.®

Because of the above discussion asecond exerciseis carried
out. The models are now estimated using the same database
and priordistributionsfor the parameters, while allowed to ob-
serve the output gaplevel given by the experts for the first four
observations of the sample and the fourth quarter of 1999 (Ta-
ble 1). Thisinformationis subject to measurement error, whose
varianceisestimated alongwith all the other parameters. The
results of the estimation are summarized in Appendices C.2,
D.2and E.2. Allmodels turn out toassignlittle variance to the
measurement error of the output gap additional information,

In Figure 1 the output gap is not equal to zero at the first period
because the gap measure is given by the Kalman filter smoother,
which takes into account the whole sample for determining
the gap value at each period. Only the forward looking model
interpreted the data as to get the positive output gap at the
beginning of the sample.

An exception to this is the measure proposed in Cobo (2004),
based on the production function approach.

The methodology presentedin Julio (2011) represents an exception
to this, allowing the introduction of priorsas linear restrictions on
the Hodrick-Prescott filter.
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Table 1

OUTPUT GAP PRIOR INFORMATION
(percentage)

Period Value Period Value Period Value Period Value Period Value
1994Q1 1.35 1994Q2 1.62 1994Q3 2.03 1994Q4 2.38 1999Q4 -5.72

as reflected in the recovered output gap measure (Figure 2)
and the posterior mode of the parameter (Tables 6, 8 and 10).

The output gap measures recovered from this exercise are
able torecognize bothapositive gap between 1994 and 1998, as
wellas a more negative and persistent gap following the 1998-
1999 recession, up until the mid 2000s (although the HPD re-
gions in panels 2a and 2b include zero after 2001). They also
present a somewhat higher gap at the end of the sample and
in the 2007-2008 period. As before there is a comovement be-
tween the three measures, with differences in the timing and
magnitude of the cycles, because of the additional information
given tothe models the differencesin the recovered output gap
are now fewer. In order to assess the models goodness of fit, we
use the marginal likelihood value. It is found that among the
conditioned estimation, the forward looking modelisthe one
with the higher marginal likelihood and the hybrid model is
the worst. In the case of the non-conditioned estimation, the
backward looking modelis the one with the highest marginal
likelihood and the worst is once again the hybrid model. The
values are presented in the Appendix.

The gaps presented alsomatch previousfindings on the Co-
lombian business cycle. Asshown in Figure 3, allmeasuresiden-
tifyallthe peaksand troughs presented by Alfonso etal. (2011),
whouse anaccumulated diffusionindex, computed with 24 Co-
lombianseries,”’in order to obtainachronology of the business
cycle. Before the additional information was introduced only
the forward looking matched this turning points (Panel Ic).

? The onlyvariable in common between this exercise and the one

of Alfonso et al. (2011) is the nominal interest rate.
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Figure 2

OUTPUT GAP MEASURES - PRIOR INFORMATION

A) BAckwARD LOOKING MODEL B) HYBRID MODEL
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Output gap given by the backward looking, hybrid and forward looking models (HPD
regions at 90%), and the cyclical component of output obtained from the Hodrick-
Prescott filter with A = 1,600. Grey areas correspond to peak-to-trough periods of the
Colombian business cycle according to Alfonso et al. (2011). Series are all quarterly
for the period 1994-2011. Calculations were made using Dynare.

Figure 3 also makes clear that there is a strong positive cor-
relation between the output gap measures and the core infla-
tion, defined as the CPI less food items inflation.'* Moreover,
the output gap precedes the movements in the core inflation

1 Core inflation gap is defined as the current level of inflation
less the target.
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Figure 3

OUTPUT GAP MEASURES VS CORE CPI INFLATION

-6

1995 1997 2000 2002 2005 2007 2010
— B.L.gap --- Hybridgap -.-- F.L.gap — Hodrick-Prescott gap

Output gap given by the backward looking, hybrid and forward looking models with
prior information about the output gap level in 1994 and 1999Q4, and cpr1 less food
items inflation relative to the inflation target. Grey areas correspond to peak-to-trough
periods of the Colombian business cycle according to Alfonso et al. (2011). Series are
all quarterly for the period 1994-2011. Calculations were made using Dynare.

to some extent. Note for example the inflation’s peaks after
the 1995, 1997 and 2007 peaks in the output gap, as well as the
falls in inflation after the 1998 and 2009 falls in the output
gap. Thiscanalsobe seen when computing the correlation be-
tween the core inflation and the current and lagged values of
the output gap (Table 2), the correlation is always above halve
andisgreater for the firstand second lagged values than for the
contemporaneous one (exceptin the forward looking model).

Finally, the output gap can be decomposed into the effects
of the shocks by using the state space representation of the
model (Canova, 2007). The historical decomposition for the
output gap measures is computed and reported in Figure 4.
The exercise consists inidentifying which shocks affected the
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economy in the sample period using the observed macroeco-
nomicseries, along with the economic structure of the models.
After the shocks have beenidentified itis possible to compute
their individual impact over the output gap.

Since the identification and impact depend on the model’s
structure, the decomposition is different for the backward
looking, hybrid and forward looking models. Nevertheless
there are common features between them. The most impor-
tantoneisthatthe output gapis explained mostly by the effect
of shockstotheIS curve (demand shocks). Thisisveryusefulif
one wishes tointerpret the output gap asameasure of demand
pressures in the economy. Another common characteristic is
the low and shortlived effect of the filter’s initial values over
the output gap, it can be seen that this effect is only determi-
nantin the first period and that onlylasts for approximately 12
periods. Another common feature is the effect of the Phillips
curve shock (supplyshocks) after the 1999 recession. Because
ofthelarge dropininflation that followed the first quarters of
1999, the models identify a Phillips curve shock that helps to
explain such drop, as a consequence positive pressures over
the output gap were created.

There are three other shocks that appear significantin the
historical decomposition. The first is to the foreign interest
rate, this shock is more relevant in Panels 4b and 4c and has a
negative effect over the output gap for the 2000s’ period. Dur-
ing this period the foreign interest rate was low and the models
identify this as a negative shock, associated toareal apprecia-
tion of the exchange rate. Nevertheless there must be caution
over this result, for the models are biased toward the negative
effects of the shock, since they do not take into account the
positive effects of appreciation and a cheaper debt over the
aggregate demand.

The second shockis to the real exchange rate trend, itis ex-
pansive in 2004 and 2010, both periods of real exchange rate
appreciation. The reason for this is that the models interpret
these appreciationsas changesin thereal exchange rate trend.
When the trend is lowered the exchange rate gap becomes
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Figure 4a
OUTPUT GAP HISTORICAL DECOMPOSITION

BACKwARD LOOKING MODEL
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Output gap historical decomposition in shocks given by the adaptive and rational
expectations models with prior information about the output gap level in 1994 and
1999Q4. The series are all of quarterly frequency for the period 1994-2011. Calcula-
tions were made using Dynare.

positive, hence increasing the output gap. However this effect
isnot of great magnitude, relative to the effect of other shocks.

The third shock is to the neutral interest rate. Note that for
the models thisvariable is completely exogenous and onlyinflu-
enced by thisshock. Because the modelsare able to extractboth
thelevel of the realinterest rate and of the interest rate gap, the
neutral rate of interest can be computed. The negative effect
over the output gap of the neutral interest rate shock in the ear-
ly 2000s is explained by a decrease in the neutral rate from the
highlevels of thelate 1990s, whichlowered the interest rate gap.
More about the neutral rateis discussed in the following Section.
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Figure 4b
OUTPUT GAP HISTORICAL DECOMPOSITION

HyBRrID MODEL
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Output gap historical decomposition in shocks given by the adaptive and rational
expectations models with prior information about the output gap level in 1994 and
19990Q4. The series are all of quarterly frequency for the period 1994-2011. Calcula-
tions were made using Dynare.

6. THE NEUTRAL INTEREST RATE

Before discussing the models’ implications over the neutral in-
terestrate, it isimportant to examine the behavior of the real
interest rate. Recall that this variable is computed in-model,
given the nominalinterest rate and the inflation expectations,
neverthelessall three models generate similar measures (Fig-
ure b) thatare alsoin line with the movements and level of the
expost real interest rate. The period under consideration is
characterized by high and volatile levels of the realinterest rate
before the 2000, followed by amore stable period with alower
interest rate level. This is clear from the mean and standard
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Figure 4c

OUTPUT GAP HISTORICAL DECOMPOSITION

ForwarD LOOKING MODEL
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Output gap given by the backward looking, hybrid and forward looking models with
prior information about the output gap level in 1994 and 1999Q4, and cp1 less food
items inflation relative to the inflation target. Grey areas correspond to peak-to-trough
periods of the Colombian business cycle according to Alfonso et al. (2011). Series are
all quarterly for the period 1994-2011. Calculations were made using Dynare.

deviation of the real interest variable in all models, shown in
the first two columns of Table 3.

The volatility; and subsequent stabilization, of the real in-
terestrateis probably explained by changesin the Colombian
monetary policy; we refer to Giraldo etal. (2011) and the refer-
ences therein for areview of Colombia’s recent monetary his-
tory. Overall there are no drastic changes in the real interest
rate, save from the greatincrease that coincides with the 1998-
1999 recession, which is explained by the large drop in infla-
tion that followed the crisis (see Figure 4).
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Turning to the neutral interest rate, Figure 5 presents the
neutraland real interest rate that each model recovered from
the data. Notethatall measures of the neutral interest rate are
even more volatile than the real interest rate measures (com-
pare the standard deviations of both variables in the second
and fourth columns of Table 3). The volatility of the real inter-
estrate, although present only before the 2000, influences the
neutral interest rate in the whole sample, generating a chang-
ing measure of neutrality for the last decade.

Figure 5
NEUTRAL INTEREST RATE

A) BACKWARD LOOKING MODEL B) HyBRID MODEL

‘ 1995 1997 2000 2002 2005 2007 2010 1995 1997 2000 2002 2005 2007 2010

---B.L. neutral rate — B.L. real rate — Hybrid real rate - -- Hybrid neutral rate

c) ForwarRD LoOKING MODEL
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Neutral and real interest rate measures given by the backward looking, hybrid and
forward looking models with prior information about the output gap level in 1994
and 1999Q4 (uPD regions at 90%). The series are all of quarterly frequency for the
period 1994-2011. Calculations were made using Dynare.
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All models imply that there was a positive interest rate gap
before the 1999 recession and anegative gap afterward, witha
slow convergence of the neutral rate to the levels that the real
interest rate has presented after the crisis. Then, the interest
rate gap turns positive in the 2007-2008 period, although con-
siderably more (and sooner) in the backward looking model.
At the end of the sample the interest rate gap becomes nega-
tive, againinalargeramountin the backward looking model.

Note, from Figure 6, that the behavior of the interest rate
gap is countercyclical almost everywhere. It exerts a negative
pressure over the output gap while it was positive in the pre-
1999 period, and has expansive effects afterward, up until the
2007-2008 period, in which the output gap isagain positive. Fi-
nally, the interestrate gap has positive effects after 2008, when
thereisadropinthe outputgap, associated to the internation-
al turbulence that followed the recent us financial crisis. The
countercyclality of the interest rate gap is clearly interrupted
in the hybrid and forward looking models between 1999 and
2001 (Panels 6b and 6c¢). In this period the interest rate gap
turns positive while the output gap remains negative. This is
attributed to adrop in the neutral interest rate (see Panels 5b
and 5c¢), since this variable is exogenous for the model, this
means that the model identifies the need of a positive inter-
estgap in order to explain the drop in the output gap in those
periods. Thisisreflected in the negative correlation between
the output and interest rate gaps for the 1994-2000 period for
the hybrid and forward looking models (Table 3).

Yet, it must be mentioned that the interest gap reaction is
lagged with respect to the output gap movements," thisis clear-
erin Panel 6a for the backward looking model, and post-2006
period in Panels 6b and 6c, where the interest rate gap turns
positive a year after the output gap does and then remains

Recallthat the interest rate gap presented in Figure 5 issmoothed
with afourth order moving average. This is done for clarity since
the neutral rate measures are too volatile, and does not affect
the findings.
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Figure 6
NEUTRAL INTEREST GAP VS. OUTPUT GAP

A) BACKWARD LOOKING MODEL B) HyBRID MODEL
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Smoothed real interest rate gap and output gap given by the backward looking,
hybrid and forward looking models with prior information about the output gap
level in 1994 and 1999Q4. The real interest rate gap is smoothed with a fourth order
moving average. The series are all of quarterly frequency for the period 1994-2011.
Calculations were made using Dynare.

positive while the output gap fells in the 2008 financial crisis.
In other words, given that the monetary authority can influ-
encetherealinterestrate, the monetary policy, although coun-
tercyclical, has failed to anticipate the changes of the output
gap, or at least to react strongly enough to them.

7. FINAL REMARKS

Thisdocument presents three new measures of the Colombian
output gap and neutralinterest rate. Both variablesare crucial
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for the conduct of monetary policy and their measurement is
subjecttoagreatdeal of uncertainty. Because of this the results
presented here are not to be taken as final, but as an extrain-
put, useful for policy evaluation and academic research. The
models deliver an output gap coherent with previous works for
Colombia, as Echavarria et al. (2007), and is capable to iden-
tify all the turning points of the Colombian business cycle, as
measured by Alfonso et al. (2011). The Colombian output gap
begins with a positive, although variable, level from 1994 to
1997, when there is alarge drop that starts with the 1998-1999
crisis, after this drop the output gap remains negative until
2006. The gap turns positive in the 2006-2008 period and then
drops in 2009, after the international turmoil that followed
the US financial crisis of 2008. Both models imply that the gap
has recovered from its last drop and is positive since 2011, al-
though still close to zero.

Asforthe neutralinterestrate, the models are more hetero-
geneous in the results, but all imply a somewhat countercycli-
calbehavior of the monetary policy during most of the sample
period, exceptat the time of the 1999 recession. Theyalsoim-
plyadelay between the movements of the output gap and those
of theinterest rate gap, specially the hybrid and forward look-
ing models. This may correspond to a lack of anticipation of
the monetaryauthority, or the need of strongerreaction to the
economy’s condition.

Finally, itisimportant to expand the methodologytoaccount
for model uncertainty to which the output and neutral inter-
estrate measurementissubjectto;thisimplies the use of more
advanced techniques that go beyond the scope of this paper.
Itisalso noted that the methodology presented relies in semi-
structural models to take into account the relations between
several macroeconomic aggregates, and there are still efforts
tobedoneinorderto compute amicro-founded measure of the
outputgap, and the naturalinterest rate, in the spirit of Wood-
ford (2003a) and Christiano et al. (2010a,b). These new mea-
sures can potentiallyimprove our understanding of the shocks
that affect the economy, and the design of monetary policy.
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A. Equations
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B. Prior Distributions
Table A.1
PRIOR DISTRIBUTIONS
Standard
Parameter Description Distribution Mean deviation
o Shock i standard Inv. gamma 0.0125 0
i deviation
T Persistence of the Beta (0,1) 0.5 0.15
growth process

/1’1 Inflation expectations  Beta (0,1) 0.5 0.15
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Figure 7
PRIOR & POSTERIOR: BACKWARD LOOKING MODEL
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mean. Calculations were made with Dynare.
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Figure 8
PRIOR & POSTERIOR: BACKWARD LOOKING MODEL
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Prior and posterior density functions for the estimated parameters, prior functions are in gray
and posteriors functions in black, the dashed vertical line indicates the parameter posterior
mean. Calculations were made with Dynare.
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Figure 9
PRIOR & POSTERIOR: HYBRID MODEL
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Prior and posterior density functions for the estimated parameters, prior functions are in gray
and posteriors functions in black, the dashed vertical line indicates the parameter posterior
mean. Calculations were made with Dynare.
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Figure 10

PRIOR & POSTERIOR: HYBRID MODEL
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Prior and posterior density functions for the estimated parameters, prior functions are in gray
and posteriors functions in black, the dashed vertical line indicates the parameter posterior
mean. Calculations were made with Dynare.
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Figure 11
PRIOR & POSTERIOR: FORWARD LOOKING MODEL
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Prior and posterior density functions for the estimated parameters, prior functions are in gray
and posteriors functions in black, the dashed vertical line indicates the parameter posterior
mean. Calculations were made with Dynare.
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Figure 12
PRIOR & POSTERIOR: FORWARD LOOKING MODEL
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Prior and posterior density functions for the estimated parameters, prior functions are in gray
and posteriors functions in black, the dashed vertical line indicates the parameter posterior
mean. Calculations were made with Dynare.
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Estimating the Exchange
Rate Pass-through
to Prices in Mexico

Abstract

Thas paperestimates the magnitude of the exchange rate pass-through
to consumer prices in Mexico. Moreover, it analyzes if the pass-through
dynamics have changed in recent years. In particular, it uses a meth-
odology that generates results consistent with the hierarchy implicit in
the CPI. Theresults suggest that the exchange rate pass-through to the
general price level is low and not statistically significant. However,
the pass-through is positive and significant for goods prices. Further-
more, the exchangerate pass-through declined overthe 2000s and the
depreciation observed in 2011 did not change this trajectory.

Keywords: depreciation, inflation, exchange rate pass-through,
pass-through elasticity.

JEL Classification: E31, F31, F41

1. INTRODUCTION

uring the last few decades alarge number of emerging
economies abandoned the exchange rate as nominal

anchor in favor of an inflation targeting scheme with
a free floating exchange rate. In addition, the number of
economieswith lowand stable inflationary environments has
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increased recently. Under this context, literature studying the
pass-through of exchange rate shocks to prices has shown that
the benefits of afree floating regime become more evident once
a stable inflationary process has been achieved. This is due
to the fact that, as Taylor (2000) states, the magnitude of the
exchangerate pass-through to prices depends on the volatility
of the latter’s inflationary process.

The objective of this paperis therefore to determine wheth-
er thereisa pass-through of exchange rate movements to con-
sumer price inflation in Mexico, and measure its magnitude.
Specialattentionwillalso be placed on determiningifthe path
of Mexico’s consumer price index (CPI) inflation has been af-
fected by the recent episodes of depreciation exhibited by the
MXN,/USD exchange rate. It particularlyanalyzes the depreci-
ation recorded by said exchange rate during the second half
of 2011, given the deteriorated international economic envi-
ronment. Initially, economic analysts considered that the ex-
changerate adjustment would partlyreverse within arelatively
shorttime. Even though thisreversal place, ittooklonger than
was foreseen. In addition, at the end of 2011 the relative price
of goods with respect to services began to increase as a conse-
quence of the exchange rate adjustment, in line with Banco
de México’sforecast. However, the growth rate of goods prices
was higher than anticipated.

Therelevance of the topicin Mexico hasled toavastamount
ofliterature that can be divided into two groups. First, the stud-
iesof Conesa (1998), Gonzalez (1998), Garcés (1999), Goldfajn
and Ribeiroda Costa (2000), Hausmann et al. (2000), Santaella
(2002) and Schwartzetal. (2002), analyze the period of highin-
flation before the adoption of the inflation targeting scheme and
showthatthereisahigh degree of pass-through from exchange
rate shocks to price variations. Second, there are the works of
Baqueiro et al. (2003) and Capistran et al. (2012), indicating
that the hypothesis of Taylor (2000) would seem to apply to Mex-
ico;i.e., after the change in inflation persistence documented
by Chiquiar et al. (2010), the degree of pass-through from ex-
change rate movementstoinflation has declined significantly.
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Under such context, this paper usesavector autoregressive
(VAR) modelsimilar to those employed in the literature on the
topic. However, this research differs from previous works in
five main aspects:

1) It employs an updated sample with information up to Au-
gust 2012, allowing study of whether the results found by
Capistran etal. (2012) have changed and analysis of the re-
cent episode of exchange rate depreciation that occurred
in 2011.

2) Pass-through coefficients are calculated for the 16 main CPI
aggregation groups. Thisallows determining which specific
groups from the consumer price basket are affected by ex-
change rate fluctuations. Works such as that of Capistran
etal. (2012) analyzed the impact along the whole distribu-
tion chain, but did not carry out a disaggregation of the
CPI. The main objective of this paperis to analyze the pass-
through of exchange rate movements to consumer prices
and it therefore does not study the impact along the whole
distribution chain.

3) Itusesthe optimalaggregation method proposed by Hynd-
man etal. (2007) for the different CPIsubindices. This meth-
odology generates estimations that are consistent with the
CPI'shierarchical structure.Italsominimizes the distance
between estimations made independently for each subin-
dexand estimations obtained from the lowest aggregation
groups. Thisis carried out by modifying the estimations of
thelowestlevels until thisdistanceis minimized. Thus, esti-
mations that use awider group of information and that are
consistent with the hierarchy are obtained. Itis important
to point out that this is first time the optimal aggregation
method hasbeen used to analyze the pass-through from ex-
change rate movements to inflation in the context of a VAR
model.!

! In the case of Mexico, this method was applied by Capistrdn et al.

(2010) to aggregate forecasts of the consumer price indices.
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4) It analyzes how the path of the pass-through coefficient of
exchange rate movements has changed. Although in Cap-
istran et al. (2012) said trajectory was estimated through a
bivariate regression between inflation and the exchange
rate with rolling windows, this paper makes the estimation
with a VAR model, also with the rolling window methodol-
ogy. In thiswayit eliminates any possible bias caused by not
including fluctuationsinreal activity, interest rates and oth-
er external variables.

5) The pass-through from the depreciation in mid-2011 is cal-
culated. In particular, a counterfactual exercise is carried
outto estimate the extent towhich the shock suffered by the
exchangerateinthesecond halfof2011 affected consumer
prices in Mexico.

The results suggest that the pass-through coefficient of ex-
change rate shocks to consumer price inflation in Mexico is
low and statistically not significant during the period June
2001-August 2012. However, said pass-through is positive and
significant for goods prices due to the positive and significant
pass-through to non-food merchandise prices. This is due to
the fact that the prices of these groups are mostly determined
in the international market. The latter is consistent with the
factonlyinthese groups do exchangerate variations explain an
important part of changes in their prices. Itis also found that
during the 2000s, the path of the exchange rate pass-through
tothe general price level shifted from positive and significant
levels to statistically zero values. Moreover, the depreciation
of the exchange ratein 2011 did not change this trajectory.

The rest of the paper is organized as follows: the second
Section presents the VAR model employed for quantifying the
pass-through of exchange rate movements to inflation, as well
as the aggregation method for the differ rent CPI subindices.
The impact of the exchange rate depreciation on consumer
pricesisaddressedin the third Section. Finally, the fourth Sec-
tion presents some final remarks.
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2. METHODOLOGY

In order to quantify the magnitude of the pass-through from
exchangerate shocksto consumer prices, this section presents
avectorautoregressive model (VAR), similar tothe one usedin
Capistran et al. (2012), which will be used as the basis for the
estimations in this research. Additionally, in order to ensure
theresults generated by said model respect the hierarchiesand
weights of the groups making up the CPI basket, the aggrega-
tion method developed by Hyndman etal. (2007) is employed.

2.1 Model

In order to analyze the pass-through of exchange rate fluc-
tuations to consumer price inflation in Mexico a VAR model
is estimated. This modeling strategy was introduced by Sims
(1980) as an alternative to structural macroeconomic mod-
els, which generally resulted in large systems of equations re-
quiring a large amount of restrictions for solving them. The
importance of this type of models is that it allows study of the
dynamics between aset of variables thatare potentially endog-
enous, whichisvery common when analyzing macroeconomic
series. In particular, this model allows analyzing the dynam-
ics between shocksaffecting the exchange rate and consumer
price inflation, controlling for the behavior of other macro-
economic variables. For this reason, the works of Capistran
etal. (2012), Choudhri et al. (2005), Hahn (2003), McCarthy
(2007) and Stulz (2007) opted for this technique for estimat-
ing exchange rate pass-through.

Theanalysis period employed for this estimation VAR model
is from June 2001 to August 2012.> The selection of this start-
ing point for the sample is due to two factors: First, as hasbeen
mentioned, Chiquiaretal. (2010) show that after 2001 inflation
turned from being a stochastic trend process to a stationary

? The end of the period is determined by the availability of data
from the global economic activity indicator (IGAE, for its Spanish
acronym) at the time of developing this paper.

J. F. Cortés Espada 291



process;second, the study of Capistran et al. (2012) shows that
the pass-through coefficient underwent a change during the
period January 1997-May 2001 as compared to that of June
2001-December 2010, therefore, given that the analysiswill be
based on the period where inflation has exhibited low and sta-
blelevels onlythelast time period, updated up to August 2012,
willbe employed. In thiswayit can also be studied whether the
results obtained by said authors remain valid despite the de-
preciation that occurred in 2011.

The model includes a vector of endogenous variables: The
global economic activity index (IGAE); the 28-day Cetes inter-
est rate (R); MXN/USD exchange rate (TC), and the national
consumer price index (CPI). Additionally, the following exog-
enousvariablesare included: The USindustrial productionin-
dex (PI),one-month US Treasurybondsinterest rate (R¥), the US
consumer priceindex (CPI"*)and an international commodity
priceindex (P®").* This selection of variablesisincluded given
that they typically, according to recent New Keynesian litera-
ture, characterize the conditions of balance in price-taking
economies such as Mexico (i.e., small, open economies). The
assumption of exogeneityimplies that external variablesaffect
domesticvariables, but notvice versa, given that the model rep-
resents Mexico as a price-taking economy at the global level.
As in the model employed by Capistran et al. (2012), besides
the Cetesand Treasurybillinterest rates, which are defined in

> Asin the study of Capistran et al. (2012), each of the exogenous
controls used are statistically significant for at least one of all
the endogenous variables. In particular, the sample period June
2001-August 2012 for the model using the CPIyields the following:
Justas economic activity in the USA affects that of Mexico, the Trea-
sury bill interest rate also impacts the Cetes interest rate. In turn,
changes in consumer prices abroad have a statistically significant
impact on the IGAE and the exchange rate. Finally, international
prices of commodities affect the exchange rate. The results of CPI
disaggregations are similar, but present some peculiarities; for
instance, US inflation have a statistically significant impact on the
non-food goods price subindex.
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percentage points, the other variables are presented by their
annual change expressed in percentage. This allows the vari-
ables used in the calculation to be stationary during the study
period. Furthermore, with this specification the roots of the
characteristic polynomial of the model fulfill stationarity cri-
teria set forth by Liitkepohl (2006, Chapter 2.1).

Arecursive mechanismisused toidentify the pass-through
from exchange rate shocks to other endogenous variables, in
particular, employing the Cholesky decomposition.* Through
this mechanism a transformation of the variance-covariance
matrix of the shocks is obtained from a lower triangular ma-
trix. Thus, a shock in the first variable will be immediately
passed on to the rest, while one in the last variable will impact
the rest with alag. Based on the aforementioned, the endoge-
nous variables mentioned previously were placed in different
orders, however, the results were robust to said variations and
for this reason the same order used in Capistran et al. (2012)
is employed.

Thus, prices are placed after the exchange rate, allowing
shocks to the latter to be immediately transmitted to the for-
mer. In turn, the interest rate is placed before both variables,
implying that the monetary authority responds to exchange
rate and inflationary shocks with a one-period lag. As in Cap-
istran etal. (2012), and following Peersman and Smets (2001),
and Kim and Roubini (2000), the IGAE is placed first, indicat-
ingthattherealactivityreactswithalagtointerestrate shocks,
while the exchange rate respondsimmediately to IGAE and in-
terestrate shocks. Thisspecification hasalsobeenused foran-
alyzing the exchange rate pass-through to prices by Choudhri
etal. (2005), Hahn (2003) and McCarthy (2007).

Based on the above, the model can be expressed as follows:

1] y, =c+A(L)y_ +B (L)x, +u,,

where:

* For details of the Cholesky decomposition see Hamilton (1994).
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A(L) and B(L) are matrix polynomialsin the lag operator L;
cisavector of constants; u,is a vector of residuals; and Aplnz,
represents the twelfth order logarithmic differences of vari-
able z,. Finally, it can be seen that the model to be estimated
isinreduced form, meaning that no endogenous variable im-
pacts the other immediately.

2.2 Aggregation of the Results

The VAR model explained in the previoussectionisused to es-
timate the pass-through of exchange rate movements to 16 su-
perioraggregation groups of the CPI, i.e.,anindependent VAR
is estimated for each of the following price indices:

Headline index (1).
Subindices: core (I;)and non-core (1, ).

Groups: goods (I,,,), services (I ), agricultural (1), en-

ergy and government approved fares (I ,).

Subgroups: food, beverages and tobacco (I, , ), non-food

goods (I, ),housing (I ),education (I, ) rest of services

(I,), fruits and vegetables (I, ), livestock (1, ,,), energy

(I,,.,)and government approggﬁd fares (1,,.,). MP

This method, consisting of estimating the pass-through to
prices as if they were independent of each other, will hereaf-
ter be referred to as direct estimation. Once the 16 models have
been estimated independently, the recursive method (Cho-
lesky decomposition) is used to estimate the pass-through of
exchange rate shocks to prices by means of impulse-response
functions. However, the results obtained from the direct estima-
tion method do not include the hierarchical relations among

the 16 groups making up the CPIbasket, which follow a bottom-up

294 Monetaria, July-December, 2013



aggregation, i.e., superior aggregation groups are generated
using the weighted averages of inferior groups. The latter im-
plies that the results will not exhibit the consistency observed
in the price indices.

In order tosolve the above, the results generated by the direct
estimationmethod are aggregated according to the procedure
proposed by Hyndman et al. (2007), which will be referred to
as optimal combination. Thismethod combines the information
of the aggregated and basic indices in line with the hierarchy
of CPI groups. Besides, the estimators that present the mini-
mum variance from the direct estimationare generated with cer-
tain assumptions. Thisaggregation mechanism wasapplied by
Capistrdan etal. (2010) for forecasting price indices in Mexico.
However, as far as it is known, this is the first time they have
been used to analyze the pass-through of exchange rate fluc-
tuations to inflation in the context of a VAR model.

In order to coincide with the notation of Hyndman et al.
(2007), the CcPIis defined as aggregation level 0, the subindi-
cesaslevel 1, the groups aslevel 2 and finally the subgroups as
level 3in the aggregation of the CPI; as mentioned, these four
aggregation levelsinclude atotal of 16 series. Datafor period ¢
for the series oflevel jare groupedinvector [, , insuchway that
vector [, = [Im’[lnlm’ 3l] represents theinformationintofthe
16 indices. Additionally, following Capistran etal. (2010), ama-
trix Pisdefined that, unlike the matrix of zeros and ones used
by Hyndman et al. (2007), is composed of 16 rows represent-
ing the relative weights of each of the level 3 subgroups within
each of the indices 7, . Said matrix Pis presented for the CPI
weights based on the second fortnight of December 2012. Itis
worth mentioning that the weight matrix willremain constant
in the exercises presented in the following section.”

> Although CPI weights changed in June 2002 and December 2010,
such changes did not have a statistically significant impact on the
estimations. Additionally, given that the analysis carried outin this
paper takes place after the last change in the weightsits results and
conclusions are not affected by such updates.
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I, [0.15 0.20 0.19 0.05 0.18 0.04 0.05 0.10 0.05]
I 0.19 026 024 007 024 0 0 0 0
I, 0 0 0 0 0 016 021 041 023
Iy, 043 057 0 0 0 0 0 0 0
I 0 0 044 012 043 0 0 0 0
I, 0 0 0 0 0 043 057 0 0
Ly 0 0 0 0 0 0 0 064 036
- | |1 0 0 0 0 0 0 0 0
Tom o 1 0 0 0 0 0 0 0
Iy o 0 1 0 0 0 0 0 0
I o 0 o 1 0 0 0 0 0
Tion o 0 0 0 1 0 0 0 0
T o 0 0 o0 o0 1 0 0 0
Lo o 0 0 0 0 0 1 0 0
- o 0 0 0 0 0 0 1 0
| Ly | o 0o o o0 0 0 0 0 1|

Thus, it can be seen that with matrix Pitis possible to obtain
the aggregation of the 16 CPTindices using the bottom-up (1)
method from the nine subgroups of level 3, i.e., I’ = PI,, .
Furthermore, Hyndman etal. (2007) show that if i,: areinde-
pendent estimations of the four aggregation levels, there is a
matrix Q that produceslineal combinations of said estimations
with which series ft are generated that fulfill the hierarchies
implicitin calculating the CPI.

E it:Pth

Theseauthorsalsoshowthat undertheassumption thaterrors
&,, existing between theinferiorlevel independent estimations

(f;) and those generated by the previous formula (Ist ) fulfill
the hierarchyimplicitin matrix P ,i.e.,ifthe errorsofalltheag-

gregation levels, & = [gm s E11sEays gsl:| ,fulfill the bottom-up aggre-

gation, g, = P&, , matrix Q =(P'P)”' P’ generates combination
(I : ) that, besidesfulfilling the hierarchyof the series, minimizes
the variance with respect to the independent estimations (ft ) .
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3] I'=pPpP)'Pi -

Thus, the procedure of Hyndman etal. (2007) generates es-
timations from the information used forall aggregation levels
and not only for inferior levels, meaning the group of data is
broader than that used by the bottom-up method. The estima-
tionswill therefore be more efficient than those generated us-
ing the latter method given that it is limited within the space
of possible combinations generated by matrix Q.

3. EXCHANGE RATE PASS-THROUGH TO PRICES

Thissection presents four exercises that allow for determining
the magnitude of the pass-through from exchange rate shocks
to consumer pricesin Mexico, whether this has changed from
December 2010 to date and itsbehavior during recentdecades.
It is important to mention that only the results for the head-
lineindex, core and non-core subindices, the groups of servic-
es and goods, and the disaggregation of the latter are shown,
due to the nonsignificance exhibited by the other CPI°baskets.

3.1 Relation between the CPI and the Exchange Rate

The first point to analyze is whether there is in fact a correla-
tion between CPIinflation and variations in the MXN/USD ex-
change rate. In this regard, it should be mentioned that the
price formation processin the Mexican economy has changed
significantly since 2001, when the inflation targeting scheme
was adopted. Chiquiar et al. (2010) show that since then infla-
tion turned from being a stochastic trend process to one that
can be characterized as stationary. In addition to this, firms’
price revision schemes changed from being mainly state de-
pendentto predominantly time dependent (Cortés, Murillo and

® Theresults of the CPIgroups which were notincluded are available

from the author upon request.
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Ramos-Francia, 2012).” In contrast, Gagnon (2007) estimates
that for the period before the adoption of inflation targeting
schemes the price formation process was mostly state dependent.

In this context, Figure 1 shows a change in the relation be-
tween the annual trajectory of CPI inflation and the annual
change of the nominal exchange rate.® As can be seen, from
1976 to September 2012, both series are closely correlated
(0.79). In fact, it can be observed that the depreciations in
1976-1977, 1982-1983, 1987-1988 and 1995 were accompanied
by significant increases in headline inflation. However, since
the adoption of inflation targeting schemesin 2001, the degree
of correlation between inflation and depreciation declined
(0.36). Thus, within the environment of low and stable infla-
tion that has prevailed in Mexico during recent years, the ex-
change rate pass-through to prices seems to have been low. In
particular, the depreciation between 2008 and 2009 had no
significant impact on inflation, as opposed to the aforemen-
tioned devaluations. The model described in the previoussec-
tion is estimated in order to quantify this impact.

3.2 Precise Estimation

Once the modelis estimated, impulse-response functionsare
calculated to determine the pass-through of exchange rate
shocks to inflation. In order to facilitate interpretation of the
results generated from the methodologydeveloped in the pre-
vious section, Figures 2 to 4 show the effect in terms of accu-
mulated pass-through elasticities, which can be interpreted as

7 Time dependent price revision strategies are defined as those where
revisions in order to realize possible price changes are carried
out by the firm in pre-established periods, while in state dependent
strategies prices are not revised in pre-established schedules, but
rather depend on the circumstances faced by the firm at the ma-
croeconomic level.

This Figure is an updated version of that presented in Capistran
et al. (2012). Its interpretation remains the same even with the
sample up to 2012.
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Figure 1

NATIONAL CONSUMER PRICE INDEX AND EXCHANGE RATE
(annual variation)
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Sources: Banco de México and Inegi.

percentage changes in prices given a 1% depreciation of the
exchangerate, i.e.:

where A%P, ., isthe percentage change of the pricelevel 7 pe-
riods after the shock, and A%TC, ,, is the percentage change
ofthe exchangerateinthe same period. Thus, the vertical axis
is measured in percentage points and the responses are pre-
sented for a48-month horizon with 90% confidence intervals,
ameasure typicallyused intheliterature. The standard errors
of the elasticities are obtained from those generated for the
impulse-response functions through ordinary least squares.
Figures 2a and 2b show the elasticities of the accumulated
pass-through to the general price level using the direct estima-
tionmethod for the period June 2001-December 2010 estimated
by Capistran etal. (2012) and for the period June 2001-August
2012, respectively. The results show that the accumulated pass-
through elasticity increased slightly from December 2010 to

A%P,

U+t

=
A%TC,

T
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Figure 2

IMPACT OF THE EXCHANGE RATE ON THE CPI!
(Accumulated pass-through elasticity)

A) June 2001-DECEMBER 2010 B) June 2001-Aucust 2012 c)June 2001-Aucust 2012
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Sources: Own calculations with information provided by Banco de México and Inegi.
! Doted lines are 90% confidence intervals.

August 2012. However, such differences are not statistically
significant, given that, as can be seen, the impactis still statis-
tically equal to zero. This shows that the exchange rate depre-
ciationin 2011 did not significantly change said pass-through.
Inaddition, Figure 2c shows the results obtained using the opti-
mal combinationmethod for the second study period. As can be
seen, the pass-through elasticity of exchange rate movements
to the general level of prices does not exhibit statistically sig-
nificant differences after the estimation method is changed,
implying that estimations for pass-through elasticities are ro-
bust to the method employed.’

The abovementioned results are shown in Table 1. As re-
ported in Capistran et al. (2012), in 2010 the elasticity of the
exchange rate pass-through to general consumer prices was
0.02 one year after the shock and 0.04 four years after it. By

? Aswould be expected, given that the results generated by the opti-
mal combination method have a minimum variance from the those
obtained using the direct estimation method, the results from both
methods for the remaining CPI levels also exhibit this robustness.
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Table 1

ELASTICITY OF THE EXCHANGE RATE PASS-THROUGH TO THE CPI!
(accumulated pass-through elasticity)

Months
12 24 36 48
June 2001 to December 2010 0.021  0.032  0.037  0.038
Direct estimation (0.02)  (0.04) (0.04) (0.05)
June 2001 to August 2012 0.033 0.054 0.065 0.070
Direct estimation (0.02)  (0.04)  (0.06)  (0.07)
June 2001 to August 2012 0.039 0.056 0.062 0.063
Optimal combination (0.03)  (0.06)  (0.08)  (0.09)

Source: Own calculations with information provided by Banco de México and
Inegi.
! Data in parenthesis represents standard errors.

updating this model with information up to August 2012, the
pass-through elasticityis estimated tobe 0.03, 12 months after
the shock, and 0.07, 48 months after it, although such impact
is not statistically significant. Finally with the optimal aggre-
gation method of Hyndman et al. (2007) the pass-through co-
efficient is estimated to be 0.04 one year after the shock and
reaches 0.06 four years after it.

As can be seen in Figure 2 and Table 1, the results of both
estimation methods (direct estimation or optimal combination)
are not statistically different. However, the optimal combination
method satisfies the hierarchical structure of the CPIandyields
estimates based on a broader group of information than the
bottom-up method. In particular, it generates better estimates
for the mostinferiorlevels (due to the wayit minimizes the dis-
tancewithrespecttodirect estimates) bytakinginto consider-
ation the trajectories that satisfy the hierarchies. This implies
that all the groups of information used are combined to cal-
culate all the estimates.

Table 2 shows the results for the different price subindices
in the period June 2001-August 2012. In the case of core and
non-core price indices, pass-through elasticity is found to be
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0.02and 0.10, respectively, one year after the shock, reaching
0.02 for the former and 0.13 for the latter after 48 months. In
turn, the elasticity of the exchange rate pass-through to the
goods price subindex is 0.07 twelve months after the shock
and 0.17 after four years. In the case of the services price sub-
index, the pass-through is practically zero, both one year af-
ter the shock and in the long term. Additionally, regarding
the food, beverages and tobacco and non-food merchandise
price subindices, the elasticities of the exchange rate pass-
throughare approximately 0.05and 0.09 after one year, reach-
ing 0.13and 0.19, respectively, after fouryears. Itisimportant
to point out that the estimation results indicate that only in
the case of non-food merchandise inflation the exchange rate

Table 2
ELASTICITY OF THE EXCHANGE RATE PASS-THROUGH TO PRICE
INDICES
(accumulated pass-through elasticity, June 2001-August 2012)
Months
12 24 36 48
CPI Elasticity 0.039  0.056  0.062  0.063
Standard error ~ (0.03)  (0.06) (0.08) (0.09)
Core Elasticity 0.017  0.023 0.025 0.025
Standard error ~ (0.01)  (0.02) (0.02) (0.02)
Merchandise Elasticity 0.071  0.125  0.153  0.166
Standard error  (0.02)  (0.05) (0.09) (0.12)
Food Elasticity 0.061  0.103 0.128  0.134
Standard error ~ (0.03)  (0.07) (0.12) (0.16)
Non-food Elasticity 0.086 0.143 0.172  0.191
Merchandise Standard error  (0.02) (0.04) (0.06) (0.08)
Services Elasticity 0.002  0.000 -0.001  0.000
Standard error  (0.01)  (0.02) (0.02) (0.02)
Non-core Elasticity 0.095 0.122 0.130  0.131

Standard error  (0.09)  (0.12) (0.15) (0.16)

Source: Own calculations with information provided by Banco de México and
Inegi.
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pass-through coefficientis statistically different from zeroin
the long term (Figure 3).

Up to this point it has been determined how an exchange
rate shock affects prices. In order to complement said analysis,
the decomposition of the variance ininflation used by McCar-
thy (2007) for the different CPIgroupsis presented. In particu-
lar, the contribution of exchange rate movements to changes
in consumer prices during the period June 2001-August 2012
is studied. The results are shown in Figure 4 and support the
findings above. It is found that, only in the case of goods and
non-food merchandise, a significant part of their change is
due to exchange rate movements, given that the latter’s con-
tribution is statistically not significant for the other groups.'

3.3 Dynamic Estimation

Theresults presented above provide acomprehensive, but pre-
cise, account of how consumer pricesin Mexico were affected
by exchange rate shocks during the period of low and stable
inflation between June 2001 and August 2012. However, ana-
lyzing the behavior of the exchange rate pass-through when
moving fromaperiod of high inflation to one of relative stabil-
ity might provide the analysis with away to detect whether the
results of the previous section are robust to the study period,
and whether the exchange rate pass-through to prices hasnot
begun to increase due to the recent depreciations.
Afirststudy of thiswas carried out by Capistran etal. (2012).
Estimation of a rolling window linear regression of annual
headline inflation on the annual depreciation rate of the ex-
changerate, aconstantand alag ofinflation, provides evidence
that the pass-through of exchange rate shocks to the general
price level changed in 2001 from positive and significant lev-
els to levels statistically equal to zero. This coincides with the
change in inflation rate dynamics reported by Chiquiar et al.

1 Confidence intervals are obtained using Monte Carlo simulations
with 50,000 repetitions.
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Figure 3

EXCANGE RATE DEPRECIATION EFFECT TO PRICE INDICES!
(Accumulated pass-through elasticity, June 2001-August 2012)
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Figure 4
VARIANCE OF PRICES INFLATION EXPLAINED BY THE EXCHANGE RATE!
(Percentage, June 2001-August 2012)
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(2010). The results of said estimation were updated to August
2012 and are shown in Figure 5a.

Unlike Capistran et al. (2012), this section estimates a VAR
model with rolling windows using the group of variables de-
scribed previously. The data sample includes the periods of
stable and volatile inflation seeninrecent decades, using data
from 1994 to August 2012. Thus, the behavior of the pass-
through coefficient is estimated, controlling for the possible
bias generated by excluding changes in real activity, interest

Figure 5a
PASS-THROUGH OF EXCHANGE RATE TO CPI IN MEXICO!
(Accumulated pass-through elasticity, June 2001-August 2012)
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Figure 5b
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ratesand the previously mentioned external macroeconomic
variables. In addition to this, the optimal combinationmethod is
applied with six-year rolling windows. The calculations men-
tioned in the estimation are made for the first window from
January 1994 to January 2000, then for February 1994 to Feb-
ruary 2000, and so on, up until the window from August 2006
to August 2012.

This type of formula allows analysis of the pass-through co-

efficient, while controlling for the mentioned variables, on any
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time horizon and not just the immediate impact determined
bythelinearregression model. Based on this, Figures 5b to 5d
presentthe estimates of said pass-through for horizons of 6, 12
and 18 months after the exchange rate shock." It can be seen
that, for any study horizon, at the start of the 2000s the pass-
through changed from beingat positive and statistically signif-
icantlevels to levels statistically equal to zero.” Itisalso found
that, despite the depreciation in the second half of 2011, the
trajectoryofthe pass-through coefficientremained unchanged.
The above confirms that the pass-through coefficient of ex-
change rate movements to prices has undergone a change of
trend as mentioned by Capistran etal. (2012). However, unlike
the bivariate regression carried outin that work, this model al-
lows a better approximation of the magnitude and trajectory
of said coefficient given thatit controls for the interaction that
exists with other macroeconomic variables. Additionally, the
magnitude of the pass-through elasticity found for 6, 12 and
18 month horizons before 2001 are consistent with the results
shown by Capistran etal. (2012) for the period priorto theinfla-
tion targeting regime. The latter cannot be obtained through
the aforementioned linear regression given that it only ana-
lyzes the immediate impact of the exchange rate on prices."”
Furthermore, when using the optimal aggregation method
theresults fulfill the hierarchyimplicitin CPI calculations." It

" Results for other time horizons exhibit the same behavior as those

displayed in Figure 5.

As can be seen, the change in the pass-through elasticity occurs
around 2004, which is different from the date when the inflation
targeting scheme was adopted. However, this shift is due to the
fact that using rolling windows causes the change to be detected
after it occurred because the windows also include data prior to
the date of such change.

12

13

In particular, Capistran etal. (2012) find that for the period January
1997-May 2001 the pass-through elasticity was 0.16, 0.33 and 0.49
for horizons of 6, 12 and 18 months, respectively.

To obtain the results with the optimal combination procedure it is
necessary to apply precise estimation to the 16 most aggregated CPI
indices. However, given that the results do not exhibit any large

14
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also confirms the hypothesis of Taylor (2000), which indicates
thatinan environment of stable inflation derived from a cred-
ible monetary policy, firms are less inclined to pass through
cost shocks to consumers given that their inflation expecta-
tions are well anchored.

3.4 Counterfactual Exercise

Finally, this section estimates the impact of the exchange rate
depreciation observed since August 2011 on consumer pric-
es in Mexico. In order to do this the methodology explained
above is applied for the period June 2001-July 2011 with the
aim of simulating the impact that would have occurred at the
moment of the depreciation.

In particular, in mid-2011 the Mexican economy was af-
fected by an exchange rate shock, as a reflection of the dete-
rioration in the external economic environment that led to a
depreciation of over 18% between July and December of that
year. Consequently, the observed trajectory of the exchange
rate was above that expected by analysts before the referred
shock. Todefine the magnitude of the exchange rate shock that
will be analyzed in this section, Figure 6 presents the average
exchange rate from August 2011 to September 2012 (13.23 pe-
sos per dollar) and the average trajectory expected in July 2011
(11.88 pesos).”” As can be seen, the average exchange rate from
August 2011 to September 2012 was 11.42% above the average
level implied by economic analysts’ expectations.

Todetermine the impact of thisdepreciation on headline in-
flation and its components, it willbe assumed that the 11.42%
shock occurred in August 2011. Thus, by calculating the pass-
through elasticity for the mentioned period it is possible to

differences, only those of headline inflation are presented here.

% These estimations were taken from the Banamex Encuesta de
Expectativas de Analistas de Mercados Financieros, according to
which the expected exchange rate was 11.80 pesos per dollar at
the end of 2011 and 12.15 pesos for 2012.
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Figure 6
NOMINAL EXCHANGE RATE (MXN/USD)
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determine how many percentage points of the inflation of the
different price subindices can be attributed to the shockin the
months afterit.

The obtained results show that the exchange rate deprecia-
tion in the second half of 2011 impacted annual headline in-
flationin September 2012 by 0.34 percentage points (Table 3).
This means that 34 basis points from the annual CPI change,
which was 4.77 per cent in September 2012, were due to the
unexpected exchange rate adjustment. Regarding annual
core and non-core inflation, the impact in September 2012 is
estimated at 0.16 and 0.74 percentage points, respectively. In
the case of annual goods and services core inflation, the im-
pact is estimated at 0.82 and zero points that month. Finally,
the effect of the shock on food, beverages and tobacco, and
non-food merchandise inflationwas 0.86 and 0.80 percentage
points. Nevertheless, it is important to point out that, as for
the period June 2001-August 2012, the impact of the exchange
rate depreciation is only statistically significant for the goods
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Table 3

IMPACT OF THE DEPRECIATION ON ANNUAL INFLATION
(percentage points)

Dec. Mar. Aug. Sep.
2011 2012 2012 2012

CPI Observed inflation 3.82 3.73 4.57 477

Shock 0.20 0.28 0.38 0.34

Core Observed inflation 3.35 3.31 3.70 3.61

Shock 0.09 0.13 0.18 0.16

Merchandise ~ Observed inflation 4.52 4.51 5.23 5.24

Shock 0.32 0.53 0.86 0.82

Food Observed inflation 7.32 6.63 6.81 6.91

Shock 0.22 0.43 0.88 0.86

Non-food Observed inflation 2.39 2.89 4.01 3.96
Merchandise

Shock 0.40 0.61 0.84 0.80

Services Observed inflation 2.40 2.32 2.43 2.25

Shock 0.05 0.04 0.00 -0.01

Non-core Observed inflation 5.34 5.12 7.58 8.81

Shock 0.50 0.68 0.89 0.74

Source: Own calculations with information provided by Banco de México and
Inegi.

price subindex, and in particular, for non-food merchandise
(Figure 7).

In order to analyze the trajectories that would have been
observed if the shock had not occurred, and under the men-
tioned assumptions, a counterfactual exercise is carried out
that sheds more light on the previous results. The exercise
consists of simulating the trajectories of the main CPI compo-
nentsintheabsence of the exchange rate deprecation that oc-
curred in August 2011. In order to do this, the impact of the
shock was excluded from accumulated inflation after August
2011 and new indices were constructed that did not contain
the effect of the shock. The aforementioned allows identifica-
tion of the groups of goods and services from the CPI basket
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Figure 7
IMPACT OF EXCHANGE RATE DEPRECIATION IN AUGUST 2011

PRICE INDICES! (annual variation)
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I Doted lines are 90% confidence intervals.
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on which the pass-through of exchange rate movements gen-
erate asignificantimpact.

Figure 7 shows observed inflations and the inflations simu-
lated through the counterfactual exercise, as well as the con-
fidence intervals around the counterfactual trajectories. The
results are presented for the same price indices used in the
above exercise. It can be observed that the impact on the two
highest CPTaggregationlevelsis notsignificant (Figures 7a-7c).
Additionally, within the core subindex it can be seen that ex-
change rate effect is generated in the goods group and not in
that of services (Figures 7d-7e). Finally, and as mentioned, the
pass-through to goods inflation is due to the change in prices
of non-food merchandise (Figures 7f-7g).

4. FINAL REMARKS

In a large number of emerging economies inflation shifted
from high and volatile levels to relatively stable conditions,
which wasaccompanied by the adoption of inflation targeting
schemes and abandonment of the exchange rate as nominal
anchor. Thus, in line with economic theory, said economies
have begun to enjoy the benefits of a free floating exchange
rateregime, given thatin an environment of low and stable in-
flation, and the presence of credible and efficient monetary
policy, the pass-through of external cost shocks to consumers
declines considerably.

This paper measured the pass-through of exchange rate
movements to consumer pricesin Mexicoand analyzed whether
the behavior of said pass-through has changed inrecent years.
It particularly studied the case of the exchange rate deprecia-
tion that occurred in the second half of 2011. A methodology
that generatesresults consistent with the hierarchyimplicitin
the CPIwas used for the aforementioned.

The results show that, for the period June 2001-August 2012,
the coefficient of the exchange rate pass-through to headline in-
flation in Mexico waslow and statistically not significant. How-
ever, said pass-through is found to be positive and significant
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forthe group of goodsasaresult of the pass-through to prices of
non-food merchandise, explained by the fact that these groups
include tradable goods the prices of which are determined in
international markets. These results coincide with the fact
that exchange rate movements determine asignificant part of
price changes only for these groups. Additionally, at the start
ofthe 2000s, the trajectory of the exchange rate pass-through
to the general level of prices shifted from positive and signifi-
cantlevelstovaluesstatisticallynot different from zero, period
coinciding with the change in inflation persistence. Further-
more, itis found that the depreciation of the exchange rate in
2011 did not change said trajectory.

This empirical work presents evidence on the relation be-
tween the exchange rate and consumer pricesin Mexico, which
can provideimportant elementsand serve asareference frame-
work in different dimensions for structural and general equi-
librium models. It also provides an analysis tool that can be
used in the monetary policy decision-making process.
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Alberto Ortiz Bolanos

Credit Market Shocks,
Monetary Policy,
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1. INTRODUCTION

he US financial crisis that started in 2008 was quickly
followed by contractions in output, investment and em-
ploymentindicating thatfinancialfactors could have real
economic consequences. Inresponse to the financial stress, the
Federal Reserve Board reduced aggressively its policy interest
rateimplying monetaryauthorities’ beliefthat they can partially
offset negative credit market shocks. However, at the onset of
the crisis there were scarce measurements of the real-financial
linkages and none of the studies put together financial data
and amodel-based mechanism to provide insights. This paper
fills this gap by providing evidence for the US economy using a
Bayesian maximum likelihood methodsto estimate an extended
version of the Bernanke, Gertler, Gilchrist (1999) (henceforth
BGG) financialaccelerator model using realand financial data.
Amongthe evidence that suggested the existence of impor-
tantlinkages betweenfinancial conditionsand macroeconomic
outcomes Gilchrist, Yankov, and Zakrajsek (2008) (hence-
forth GYZ) show that corporate bond spreads have significant
predictive power for economic activity.' Later, Gilchrist and
ZakrajSek (2011) and Gilchrist and Zakrajsek (2012) included
financial bond premium information into an otherwise stan-
dard macroeconomic vector autoregression (VAR) to examine
the macroeconomic consequences of financial disturbances
finding that credit market shocks have important effects on
output, consumption, investment and working hours. Unfor-
tunately, these analyses lacked of a structural macroeconom-
ic model to distinguish between changes in credit supply and
demand and that can account for general equilibrium feed-
back effects between developments in the financial and real
sectors of the economy.

GYZ suggest that this predictive power likely reflects the informa-
tion content of credit spreads for disruptions in financial markets
or variations in the cost of default, two factors that would cause
credit spreads to widen relative to expected default risk prior to
an economic downturn.
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Earlier work by Elekdag, Justiniano, and Tchakarov (2006),
Tovar (2006), Christiano, Motto, and Rostagno (2007) (hence-
forth CMR), Christensen and Dib (2008), De Graeve (2008),and
Queijo von Heideken (2008) sought to quantify these general
equilibrium mechanisms by estimating dynamic stochastic
general equilibrium (DSGE) models that incorporate credit
marketimperfections through the financialaccelerator mech-
anism described in Carlstrom and Fuerst (1997) and BGG. Al-
though details differin terms of model estimation and shocks
specification, all of these papers document an importantrole
for financialfactorsin business cycles fluctuations. Queijo von
Heideken (2008) for example, shows that the ability of a mod-
elwitharicharray of realand nominal rigidities to fit both US
and the euro area dataimproves significantly if one allows for
the presence of a financial accelerator mechanism; and CMR
demonstrates that shocks to the financial sector have played
an important role in economic fluctuations over the past two
decades, both in the United States and Europe. Queijo von
Heideken (2008), however, estimate astructural model thatis
identified withoutreliance on financial dataand that does not
allow for shocks to the financial sector, whereas CMR, though
allowing forawide variety of shocks to the financial sector, do
not estimate the parameters governing the strength of the fi-
nancial accelerator mechanism.

This paperisthe first to estimate simultaneously the key pa-
rameters of the financial accelerator mechanism along with
the shocks to the financial sector using financial market data.
An advantage of including financial factors in our model is
that we can consider structural, as opposed to the criticized
reduced-form, financial shocks and directly assess their im-
portance as drivers of economic activity. The empirical exer-
ciseis conducted using US data from 1985 to 2008, the period
ofthe so-called great moderation. We limit the sample to 2008 to
avoid the zero-lower bound on interest rates that would com-
plicate the identification of the monetary policy shocks using
a Taylor-interest rate rule.

The model is a New Keynesian DSGE model with agency
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costs as in BGG. These credit market imperfections, caused
by asymmetric information, would generate a link between
the real and financial sectors of the economy. In the finan-
cialaccelerator mechanism, originally proposed by Bernan-
ke and Gertler (1989), that will be the mechanism adopted
in this paper, borrower’s financial position determine her
cost of credit. Unexpected changes in borrower’s financial
position, caused by shocks that affect their expected returns,
would change financial constraints and through the required
financing it will impact investment activity. Therefore, this
financial accelerator mechanism amplifies and propagates
shocks to the economy.

Overall our estimations show that credit market shocks
account for 15% of output fluctuations during the 1985Q1-
2008Q2 period, exacerbating economic downturns and mag-
nifying economic expansions. Meanwhile, monetary policy
partially offset credit market shocks during the three periods
of financial instability and economic downturn included in
the sample and explains 12.5% of the variance in output. The
impulse response functions of the estimated model show that
financial shocks have important real effects as a 0.25% unex-
pected rise in the external finance premium causes a 0.73%
decrease in outputand a 2.8% decrease in investment. Mean-
while, a0.44% unexpected reduction in the federal fundsrate
contributestoa0.38% expansionin outputand 1.42% increase
in investment. The increase in output that comes with the ex-
pansionary monetary policy, byimproving borrowers’ financial
positions, contributes to reduce the cost of external financing
further contributing to the output expansion.

The outline of the paper is as follows. Section 2 presents
empirical evidence of the effect of credit market shocks on
economic activity using a VAR. Section 3 develops the DSGE
model with agency costs thatisused to describe amechanism
of how credit market conditions could affect economic activ-
ity. Section 4 discusses the estimation strategy and the empir-
ical implementation. Section 5 contains the results. Section
6 concludes.
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2. EVIDENCE OF THE EFFECT OF CREDIT MARKET
SHOCKS ON ECONOMICACTIVITY

In this Section we present a standard macroeconomic VAR ex-
tended with data on creditrisk premium to examine the effect
of credit risk shocks on economic activity.

The VAR and the model presented in Section 3 are, both, es-
timated using the same data set. The variables included are
quarterly data on growth rates of real output and investment,
and levels ofinflation, interest rates, and external finance pre-
mium.*Asin Gilchristand Zakraj$ek (2011), following assump-
tions of contemporaneous effects, the VAR stacks the data in
the following order: Growth rate of real investment, growth
rate of real output, inflation, federal fundsrate, and external
finance premium. Figure 1, below, shows the effect of a credit
risk premium shock. The innovations are expressed in per-
centage points and the mean and 90% confidence intervals
arereported. Inresponse toa0.40% increase in the creditrisk
premium, output growth contracts 0.09%), while investment
growth diminishes 0.50%. The direction of these responses
is in line with empirical evidence reported in Gilchrist and
Zakrajsek (2011) that documents the importance of credit mar-
ket conditions for macroeconomic performance.

Evenwhen this evidence shows us that credit market shocks
have consequences for economicactivity, withoutastructural

? Datacomesfrom FREDII, except from the external finance premium
measures. Output growth rates are computed as natural logarithm
(In) differences of the seasonal adjusted real gross domestic product.
The same procedure applies for investment which is the seasonal
adjusted total real business fixed investment. Inflation rates are
detrended In differences of the consumer price index multiplied
by four to annualize. Nominal interest rates are reported in levels
and correspond to the detrended effective federal funds rate.
The external finance premium comes from Gilchrist, Ortiz, and
Zakrajsek (2008) and consists of the first principal component
of risk-premium measure computed using detailed information
from bond prices on outstanding senior unsecured debt issued
by a large panel of non-financial firms.
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modelwe cannotdiscuss the transmission mechanism of finan-
cial shocks to the economy. There are different ways in which
one could introduce arole for credit marketimperfectionsand
with this to generate alink between the real and financial sec-
tors. Focusing on borrowing constraints one could consider
costly enforcement, collateral constraints or costly state veri-
fication (CSV).

With costly enforcement, the credit marketimperfectionis
associated to the inability to freely enforce contracts. In this
paradigm, borrowers could decide torenege on debt and lend-
ers anticipating this adverse behavior will limit the amount of
credit. Despite its simplicity, this framework does not create
defaultin equilibrium, nor changing external finance premi-
um, neither aframework to analyze credit shocks.

Collateral could be used as a device to overcome costly en-
forcement, but if there are collateral constraints, the finan-
cial sector could still affect the real sector. A prominent work
in this literature is Kiyotaki and Moore (1997) where there
is loop between financial constraints and economic activity.
In their model, assets play a dual role as factor of production
and collateral. In this context, changes in the price of assets
affect the value of collateral and with this credit access. With
collateral constraints, the adjustment will mainly be in loan-
able quantities and not necessarily in the cost of credit, still a
drawback for our identification strategy that needs changing
cost of financing.

With CSV, the credit market imperfection is associated to
asymmetricinformation. Asfirst presented in Townsend (1979),
and later adapted by Bernanke and Gertler (1989), one could
consider a situation where borrowers have private informa-
tion thatlenders can only get by paying monitoring costs. This
asymmetric information createsarole for the borrower’s finan-
cial positionand leadsto the financial accelerator mechanism
previouslydescribed. For our purposes, one advantage of this
frameworkis thatitallowsforachanging external finance pre-
mium, which would be useful given that the identification of
financial factors will be performed using financial data.
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Figure 1

CREDIT MARKET SHOCKS, MONETARY POLICY,
AND ECONOMIC FLUCTUATIONS
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Note: The solid lines in each panel depict the mean impulse response function of
each variable to one standard deviation external finance premium shock. The
dashed lines give the 90% confidence intervals.

In the next section we develop a DSGE model with credit
market imperfections under a CSV framework to describe the
channels through which financial conditions affect economic
outcomes. We will use the model to study the effects of finan-
cial shocks, as well as to analyze the role played by monetary
policyin economic fluctuations.

3. MODEL

As stated in the introduction, the model is a monetary DSGE
model with a financial accelerator mechanism as in BGG.® As

* The description of the core model follows Gilchrist and Saito
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in BGG, we introduce money and price rigidities to study how
creditmarket frictions mayinfluence the transmission of mon-
etary policy. Given that we are taking the model to the data
we augment BGG original model with habits in consumption,
investment growth adjustment costs, price indexation lead-
ing to a hybrid New Keynesian Phillips curve, and amonetary
policy Taylor rule with an autoregressive component and that
responds to contemporaneous inflation and output growth.

Christiano, Eichenbaum and Evans (2005), and Smets and
Wouters (2007) show that these sources of inertia allow the
modelto better fit the data. However, we are aware that Chari,
Kehoe and McGrattan (2009), when discussing the not readi-
ness of New Keynesian models for policy analysis, criticizes
the backward indexation and the autoregressive component
of the Taylor-type monetary policy rule. Price indexation and
the autoregressive component of interest rates are included
to capture the persistence of inflation and the federal funds
rates. Inaddition, the monetary policyrule thatincludesinfla-
tion and output tries to capture the dual mandate of the Fed-
eral Reserve System in effect since 1977. In the estimation we
will use data to infer the macroeconomic degree of inflation
and interest rate persistence. If these mechanisms generate
counterfactuals movements of the variables, the estimation
will try to cancel these features by producing small degrees of
indexation and interest rate smoothing.

The introduction of habits creates a relation between the
interest rate and the growth rate of consumption. By moving
fromlevelsto the growthrate of consumption, the modelwould
generate a hump-shaped response of consumption when the
economy is distorted by supply and demand shocks.* The in-
vestment growth adjustment costs imply that asset prices —the
value of capital in place- increase during economic expan-
sions in a way consistent to the behavior observed in the data.

(2006) that build on BGG (1999).
* Dennis (2009) discusses in detail the introduction of consumption
habits in New Keynesian business cycles models.
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The modelwillalso include five exogenous distortions: Dis-
count factor, credit risk premium, government expenditure,
neutral technology, and monetary policy. Out of these shocks,
when analyzing the prototype New Keynesian modelin Smets
and Wouters (2007), Chari, Kehoe and McGrattan (2009) criti-
cize the creditrisk premium and the government expenditure
shocks as non-structural.® A structural government expendi-
ture shockwould require a careful description of the fiscal-side
together with an open-economy specification to avoid account-
ing net exports as government expenditure, something thatis
out of the scope of the current paper as this margin is not our
main concern. However, as shown below, we do tackle directly
the issue of having a structural risk premium shock that hasa
clear interpretation within our model with credit market im-
perfections.

The log-linearized version of the model is presented in Ap-
pendix 1.

3.1 Households

Households consume, hold money, save in the form of a one-
period risklessbond whose nominalrate of returnis known at
the time of the purchase, and supplylabor to the entrepreneurs
who manage the production of wholesale goods.

Preferences are given by

00 H1+}/ M
E ' In(C, -bC,_)— +&In—-
Zﬂ({ (C=bC) vy o +é B}
where C, is consumption, H, is hours worked, - is real bal-

ances acqulred in period ¢carried into period t+1 ¢, isan
exogenous shock to time ¢ preferences, and y, v, and & are
positive parameters capturing the inverse Frisch elasticity of
labor supply, the relative preference forlabor, and the relative

> Chari, Kehoe and McGrattan (2009) also criticize the shocks to
wage markups and price markups in Smets and Wouters (2007)
that are not included in the current paper.
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preference forreal moneybalances, respectively. Consumption
preferences exhibit habit formation captured by b.
The budget constraint is given by
M,-M,

CtzmHtJrProﬁtst—’I;— - (28 M 20 s e I
P P P,

t

t

where W, isthe nominal wage for the household labor, Profits,
are the real dividends from ownership of retail firms, 7, is
lump-sum taxes, B,,,is ariskless bond held between period ¢
and period ¢+1, and R/ is the nominal rate of return on the
riskless bond held between period ¢—1and period ¢.

The first-order conditions for the household’s optimization
problem include

u J, = S —ﬂbE{ Cean }
Ct _bct—l Ct+1 _th
S P
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o
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where 4, isthe multiplier on the budget constraint determined
by Equation 1.

Equations 2 and 3 give the optimality conditions for real
money balances and bond holdings, respectively. Equation 4
provides the optimality condition forlabor supply. From these
first order conditions we can appreciate that the exogenous
shock to intertemporal preferences, &, affects the marginal
utility of consumption, the marginal utility of real money bal-
ances, and the marginal disutility of labor. Therefore, this in-
tertemporal preference shock affects consumption and savings,

= é’C,tVth’
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different from the shock included in Smets and Wouters (2007)
thatalso affectsinvestment by generating awedge between the
interest rate controlled by the central bank and the return on
assets held by the households. In our model, it will be credit
market shocksthe onesthat will affect the investment decision.

3.2 Entrepreneurs

Entrepreneursareintroduced to generate the linkage between
therealand financial sectors of the economyas their financing
isaffected byasymmetric information. Thereisa continuum of
entrepreneurs that manage the production of wholesale goods.
The production of wholesale goods uses capital constructed by
capital producersand labor supplied by both householdsand
entrepreneurs. Entrepreneurs purchase capital from capital
goods producers, and finance the expendituresin capital with
both entrepreneurial net worth (internal finance) and debt
(external finance). We introduce financial market imperfec-
tions that make the cost of external funds depends on the en-
trepreneur’s balance-sheet condition.

Entrepreneurs are risk neutral and discount the future at
rate . Giventhe highreturntointernal funds, theywill post-
pone consumption indefinitely undoing capital misalloca-
tions. To capture the existing entry and exit of firms and to
ensure that entrepreneurs donotaccumulate enough fundsto
finance their expenditures on capital entirely with net worth,
we assume that they have a finite lifetime. In particular, we as-
sume that each entrepreneur survives until next period with
probability 7. New entrepreneurs enter to replace those who
exit. To ensure that new entrepreneurs have some funds avail-
ablewhenstarting out, each entrepreneuris endowed with H;
units of labor that are supplied inelastically as a managerial
input to the wholesale-good production at nominal entrepre-
neurial wage W/. Here we are assuming the existence of an
entrepreneurial labor market.

The entrepreneur starts any period ¢twith capital, K, , pur-
chased from capital producers at the end of period ¢-1, and
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produces wholesale goods, Y, with labor and capital. Labor,
L, ,isacomposite of household labor H, and entrepreneurial
labor H; ,accordingto

L, =H;*(H)"

where Q2 isthe share of entrepreneuriallaborin the total work-
force.

The entrepreneur’s project is subject to an idiosyncratic
shock, @, , which affects both the production of wholesale
goods and the effective quantity of capital held by the entre-
preneur. We assume that @, isi.i.d. across entrepreneurs and
time, satisfying E, [@,] =1 and withanormaldistribution with
standard deviation o,,. Asthisstandard deviation increases,
the agency costs problems become more severe. Below we will
consider unexpected innovations to this standard deviation
and we will call them credit risk premium shocks. The produc-
tion of the wholesale goods is given by

E Y, =0, (AtLt )¢ Kzlia’

where A, is exogenous technology common toall the entrepre-
neurs and « is the share oflabor in the production function.
Let P, , denote the nominal price of wholesale goods. Q, isthe
price of capitalrelative to the aggregate price P, tobe defined
later, and ¢ is the depreciation rate. The entrepreneur’s real
revenue in period ¢ is the sum of the production revenues and
the real value of the undepreciated capital given by

F,
2 (%(AtHJ"’(H: K 4Q,0 —5)&]-
t

In any period ¢, the entrepreneur chooses the demand for
both household labor and entrepreneurial labor to maximize
profits given capital acquired in the previous period. Below,
when we derive the financial contract, we specify how capital
is chosen, while the first-order conditions for labor inputs are
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At the end of period ¢, after the production of wholesale
goods, the entrepreneur purchases capital K, ,,
producersat price Q, . The capitalisused asaninputto the pro-
duction of wholesale goods in period ¢ +1. The entrepreneur
finances the purchase of capital Q,K,,, partly with net worth
N,,, and partlybyissuingnominaldebt B, ,both determined
at the end of period ¢, where debt in real terms is given by

from capital

t+1 _
Qt t+1 1:+1 .

t

The entrepreneur’s capital purchase decision depends on
the expected rate of return on capital and the expected mar-
ginal cost of finance. By definition, the real rate of return on
capital between period tand period ¢ +1, R/, dependson the
marginal profit from the production of wholesale goods and
the capital gain according to

p _
O (1= 0) 1 +(1-0)0
E k BH Kz+1 ’
RH]
Q
where 17[ isthe average wholesale good production per entre-
preneur (YM = a)HlYM) Under our assumption of Ew,,, =1,
the expected real rate of return on capital, E R, is glven by
F,
B _gy Y 11 g),,
a ERk B+l KH—]
t+1 T
Q

Equations 8and 9 suggest that unexpected changesinasset
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prices are the main source of unexpected changes in the real
rate of return on capital by looking at the difference between
the realized rate of return on capital in period ¢, R', and the
rate of return on capital anticipated in the previous period,
E,_ 1R; ,where the latter is the marginal cost of external funds
between period ¢-1and ¢

Asshown below, in the presence of financial market imper-
fections, the marginal cost of external funds depends on the
entrepreneur’s balance-sheet condition. Asin BGG, we assume
asymmetric information between borrowers (entrepreneurs)
and lenders and a CSV. Specifically, the idiosyncratic shock to
entrepreneurs, @,,,, is private information of the entrepre-
neur. To observe this, the lender must payan auditing cost that
is a fixed proportion u of the realized gross return to capital
held by the entrepreneur: uR",,Q,K,,,. The entrepreneurand
the lender negotiate a financial contract that induces the en-
trepreneur to not misrepresent her earnings and minimizes
the expected auditing costsincurred by the lender. We restrict
attention tofinancial contracts that are negotiated one period
at a time and offer lenders a payoff that is independent of ag-
gregaterisk. Under these assumptions, the optimal contractis
astandard debt contract with costly bankruptcy: If the entre-
preneur does not default, the lender receives a fixed payment
independent of the realization of the idiosyncratic shock ,, ;
and if the entrepreneur defaults, the lender audits and seizes
whatever it finds.

Let w,,, bethe productivity cut-offvaluebelowwhich the entre-
preneur defaultsand thelenderaudits. Under the standard debt

contract, ashare f(@)= Jaw(a)) da)—[l —(D(a_))]a_) of the proj-
ect’sexpected gross return, E, {R(}j+1 0,K z+1)} will go totheen-
trepreneur,andashare g (@ [1 O(@ ]a)+ (1-u .[a)(p Ydw

will go to the lender. To solve for the financial contract we can
set the problem on the side of the entrepreneur, then the end-
of-time-f contracting problem is given by
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where for convenience we express this problemin terms of lever-
QéKHl
t+1
networth. Theleft-hand side of expression 11isthelender’s ex-
pectedreturnand theright-hand sideis the expected required
real return to participate in the contract. The optimality con-
ditions for the productivity cut-offvalue, @,,, , theleverage ra-
tio, K, , and the participation constraint are

age denoted by E( ] with N, denoting next-period

K —1

t

m Et {RtkHth'( _t+1 )} = EtEt {Rtkﬂg,(a_)tﬂ )L%H },
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¢
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where =, is the multiplier on the lender’s participation con-
straint. Equation 12 equates the marginal cost of an increase
in the productivity cut-off value, which lowers the marginal
return to the entrepreneur, in the left-hand side, to the mar-
ginal benefitof alooser participation constraint of the lender.
Equation 13 equates the marginal benefit of increasing lever-
ageinterms of the expected total net return, in the left-hand-
side, to the marginal cost of atighter participation constraint.
Equation 14 gives the participation constraint with equality
thatwill hold given the risk neutrality of entrepreneurs. Using
Equation 12 and Equation 14 we can express Equation 13 as
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In equilibrium, the cost of external funds between period ¢
and period f+1 is equated to the expected real rate of return
on capital (9). Let s, denote the borrowing external finance
premium, given by the ratio of the entrepreneur’s cost of ex-
ternal funds to the opportunity cost of internal funds, where
thelatteris equated to the cost of fundsin the absence of finan-

t+1

P
cial market imperfections E, {R" —t} . Then s, isdefined as

t+1
Et {Rtk+1 }

m St = —P .
Et {Rtnﬂ Pt}

t+1

The agency problem presented above and partly summa-
rized by Equation 13" implies that the cost of external funds
depends on the financial position of the borrowers. In partic-
ular, the external finance premium increases when a smaller
fraction of capital expenditures is financed by the entrepre-
neur’s net worth:

lKl+l
16 stzs(Q jzs(/ct),

N

t+1

where s() is an increasing function for ¥ >1. To derive the
specific form of the function s(-), log-linearize equations 13'
and 14 around the steady-state to get

m Et {nil}_(’,ﬁl_Et{”Hl}):(\P_ef)Eta_)Hl —K,

and
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where lower case letters, rtk, r",and, 7, denote log-devia-
tions from their steady-state of the corresponding capital let-

ter variables. In addition, using @ to denote the steady-state

productivity cut-offvalue, we have defined F(@,,,) = M’
g (wz+1)
p 20D g S AC) P 0, <Lando, =21 8o
6 ¢(@) /(@)

Solving 13" and 14' we have

Ed, == ! K
77+l K—l(T—gf—i—eg) t
and

Y-0,+6,)-«0,
18] Et{rtljrl}_(rtﬁl_Et{ﬂ-Hl}): ((K—l)(‘;’_—ge)f +K0gg) K, = YK, -

Equation 18 shows that the elasticity of the external fi-
nance premiumwith respecttoleverage, captured by the term

_ (\P_Hf +'9g)_K0g
(-0, +0,)
ofthe CSV problem, including the bankruptcy cost parameter
4 and the distribution of the idiosyncratic shock @, - Howev-
er, thissame expression shows that we can adopt the following
simplified functional form for the determination of the exter-
nal finance premium:

E, Rkl M+l g
m z{ z+} _é,u[QK ] ,

] , depends on the primitive parameters

S, =————————
N,

4
t+1

where y >0 is the elasticity of the external finance premium
QthH

t+1

, which is consistent with the

with respect to leverage,
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micro-structured financial contract. In this expression we have
added an exogenous shock to time ¢external finance premi-
um, ¢, , which is fundamentally equivalent to a shock to the
standard deviation of the distribution of the entrepreneurial
productivity, &, , thataggravates the credit market imperfec-
tions’ problems. Therefore, within the context of the agency
costs problem proposed in thismodel, and similar to CMR, this
credit risk premium shock is structural and has a clear eco-
nomic interpretation as opposed to the reduced-form shock
included in Smets and Wouters (2007).

The aggregate net worth of entrepreneurs at the end of pe-
riod tis the sum of the equity held by entrepreneurs who sur-
vive from period ¢ —1 and theaggregate entrepreneurial wage,
which consists of the wage earned by the entrepreneurs surviv-
ing from period ¢—1 and the wage earned by newly emerged
entrepreneurs in period taccording to

B Wy
Ny = n[Rtht—th _Et—lRtk szl ]-I—?t

t

(4

W,
= U(Rtht—th _Et—lRtk(Qt—th _Nt))—i_?t’

t

where the second line used the relation Q , | K, =N, + B, .
t-1

Equations 8, 9, 19 and 20 provide the financial accelerator
mechanism. Asalreadydiscussed, from Equations8and 9, un-
expected changesinasset pricesare the mainsource of changes
in the ex post return to capital. In turn, Equation 20 suggests
thatthese unexpected movementsin therealrate of returnon
capital are the main source of changes in the entrepreneur-
ial net worth, under the calibration that the entrepreneurial
wage is small. Finally, Equation 18 implies thata change in le-
verage is the main source of changes in the external finance
premium. Thus, movements in asset prices play a key role in
the financial accelerator mechanism.

Entrepreneurs going out of business in period ¢ consume
the residual equity according to
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m G = (l_n)[Rtht—th _Et—lRtk PBt ] )

i1
where C is the aggregate consumption of the entrepreneurs
who exitin period ¢.

Overall, the financial accelerator mechanism implies that
anunexpectedincreaseinasset pricesincreases the networth
of entrepreneurs and improves their balance-sheet condi-
tions. Thisin turnreduces the external finance premium and
increases the demand for capital by these entrepreneurs. In
equilibrium, the price of capitalincreases furtherand capital
producers increase the production of new capital. This addi-
tionalincreaseinasset pricesstrengthensthe mechanismjust
described. Thus, the countercyclical movementin the external
finance premium implied by the financial market imperfec-
tions magnifies the effects of shocks to the economy.

3.3 Capital Producers

Capital producers are introduced to decentralize the capital
accumulation process.® Capital producers use both finalinvest-
mentgoods /, and existing capital K, to construct new capital
K,,;- They lease existing capital from the entrepreneurs. As
in Christiano, Eichenbaum, and Evans (2005), capital produc-
tion is subject to adjustment costs, which are assumed to be a

. . I .
function of investment growth ——. The aggregate capital ac-
-1
cumulation equation is given by

I
22] K, :(1—5)Kl+ll—1//[1’ j[,,

t-1

In this version of the model, capital accumulation could equally
be carried out directly by households without differences in the
results. However, when introducing investment-specific technology
shocks, together with preferences shocks, it could be advantageous
to have a different agent in charge of the capital accumulation
process to have a shock affecting the consumption Euler equation
and a different shock affecting the investment Euler equation.
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where y (-)is a function with the property that in steady state
v =y'=0,and y" > (. Below,in the estimation, we willuse data
to infer the value of ", which has two contrasting effects as
higher adjustment costs dampen the response of investment
to aggregate shocks, but imply larger movements in the price
of installed capital and with this bigger financial accelerator
effects when agency costs are considered.’

Taking the relative price of capital Q,as given, capital pro-
ducers choose inputs [, and K, to maximize profits from the
formation of new capital according to

Il‘
It—l

Eoiﬁlﬂt Qtl:(l_é‘)Kt"'It_l//( jlt:|_Qt(1_§)Kt_I)tIt
t=0

where 4, isthe multiplier on the household’sbudget constraint.

3.4 Retailers

Retailers are mainly introduced to generate price rigidities.
There is a continuum of monopolistically competitive retail-
ersof unitmeasure. Retailers buy wholesale goods from entre-
preneurs in a competitive manner and then differentiate the
product slightly at zero resource cost.

Let Y, (z) betheretailgoodssold byretailer z,and let P, (z)
be its nominal price. Final goods, Y,, are the composite of in-
dividual retail goods

As suggested by an anonymous referee, one can think of the intro-
duction of the adjustment costs to investment growth as assuming
that capital is a factor with semi-fixed supply, at least in the short
run, and therefore all changes in demand will be fully reflected
in prices.
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where ¢ > () determinesthe elasticity of demand between vari-
eties z. The corresponding price index, P, ,is given by

- Uli(z)lf dz}” .
0

Households, capital producers, and the government de-
mand the final goods.
Eachretailer faces an isoelastic demand curve given by

23 Y,(2)= [P(Z)J v,

P

t

Asin Calvo (1983), eachretailerresets price with probability
(1-0), independently of the time elapsed since the last price
adjustment. Thus, in each period, a fraction (1-8) of retail-
ersreset their prices, while the remaining fraction ¢ indexes

. . . . P . .

its prices to past inflation IT, , =L with a degree of persis-
=2

tence p_. Therealmarginal costto theretailers of producing

aunit ofretail goods is the price of wholesale goods relative to

P,
the price of final goods (
P

] Fachretailertakesthe demand
t

curve (23) and the price of wholesale goods as given and sets
theretail price P, (z). Allretailers givenachance toresettheir
prices in period ¢choose the same price P’ given by

1-¢
1
_ EzeAthtH IH(P j
m Pt — i+1 )

8—1 1 1-¢
3o,
1

1+

i
BA,
is the stochastic discount factor that the re-

where A, =
t+i

tailers take as given.
The aggregate price evolves according to
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1
25 B=[o(nzp.)  a-oEy ]

Combining Equations 24 and 25 yields the canonical form
of the new optimization-based Phillips curve that arises from
an environment of time-dependent staggered price setting.

3.5 Aggregate Resource Constraint

The aggregate resource constraint for final goods is
26] Y, =ct+c;"+1t+Gt+yj0”a)dF(a))Rth,1Kt,

where G, is the government expenditures that we assume to

be exogenous, while ,uj‘ow wdF (0)R'Q, K, corresponds to the

aggregate monitoring costs.®

3.6 Government

Exogenous government expenditures G, are financed by lump-
sum taxes 7, and money creation according to

t
Gt — Mz _Mt—l
P

t
The moneystockisadjusted tosupportthe interestraterule
specified below. Lump-sum taxes adjust to satisfy the govern-
ment budget constraint.’

+T

‘.

3.7 Monetary Policy

The monetary authority conducts monetary policy using the
following interest rate rule

8 In the numerical exercise we assume that actual resource costs to

bankruptcy are small.

As discussed before, given that the set-up of this economy is a
closed-economy model, the government expenditure will capture
the residual of aggregate demand including net exports.
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P

1-
. n P 7y o
m Rt — Rt—l = Yt B Yt—l ’ é/ ,
n n t O
R")"|R Y, ’

where R"is the steady-state nominal interest rate on the one-
period bond, p,. captures the degree of interest-rate smooth-

ing, 11, :i isinflation, Vs isthe weight oninflation, Yy isthe
t-1
weighton outputgrowth,and ¢,  isamonetary policy shock.

3.8 Shocks

Itisassumed that the exogenous disturbances to the discount
factor, financial distress, government spending, and technol-
ogy obey autoregressive processes according to:

In(¢e,)=p, (&g ) +ec
In(¢,)=p, (g, ) +e?
In(G,)=p, In(G, ) +¢&f
In(A,))=p,In(A, ) +¢&'

while the monetary policy shockisi.i.d.:

L, =6

r

All shocks {Sfc e, €8, €], st"n} are assumed to be distrib-
uted normally with a zero mean and standard deviations
0;,0,,0,,0,,0,, respectively.

4. ESTIMATION STRATEGY AND EMPIRICAL
IMPLEMENTATION

The model presented is estimated using Bayesian methods."

1" A detailed description of the methods is found in An and Schor-
fheide (2007). Textbook treatments are available in Canova (2007)
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This Section describes the methods and parameters used for
estimation.

4.1 Bayesian Estimation of the DSGE Model

The object of interest is the vector of parameters

(oz{b,e,l/ﬂ){’yﬂ,prn 7,0,1-’,04’,0;5,pg,paao-rno-a’O-;S,O-gao-d}

Given a prior p(¢), the posterior density of the model pa-
rameters, ¢ , is given by
L{@lY" )p(p
P((0| YT): ( _ ) ( ) ,
[L(o1Y" )p(p)dp

where L((p |y" ) isthelikelihood conditional on observed data
Y'= {Yl, YT}. Inourcase Y, = QAyt +a,,Ai, +at,47rt,4Rt",4st]
for¢=1,...,T ,where Ay, +a, isthe growthrate of real output,
Ai +a, is the growth rate of real investment, 47z, is annual-
ized CPIinflation, 4R is annualized effective federal funds
rate, and 4st is annualized external finance premium from
Gilchrist, Ortiz, and Zakrajsek (2008).

Thelikelihood function is computed under the assumption
of normally distributed disturbances by combining the state-
spacerepresentationimplied by the solution of the linear ratio-
nal expectations model and the Kalman filter. Posterior draws
are obtained using Markov Chain Monte Carlo methods. After
obtaining an approximation to the mode of the posterior, a
random walk Metropolisalgorithmwith 1,000,000 iterationsis
used to generate posterior draws. Point estimates and measures
of uncertainty for ¢ are obtained from the generated values.

4.2 Parameters

Inthe quantitative analysis we fixed asubset of the parameters
that determine the non-stochastic steady-state and that the

and Dejong and Dave (2007).
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estimation cannot fullyidentifyand concentrate in the estima-
tion of parameters describing the monetary policy, habit for-
mation, investment, price rigidities, the financial accelerator
mechanism, and the exogenous processes. The calibrated pa-
rametersare presented in the nextsubsection, while the priors
forthe estimated parametersare presented in subsection 4.2.2.

4.2.1 Calibration

The calibrated parameter values are standard; the values on
the financial contract come from BGG, while the technological
and government values match US data. The mean technology
growth rate, g, is 0.00427, which imply that the steady-state
technologygrowth, A =¢#,is1.00428, while the discount fac-
tor, 3, issetat 0.99. These values imply an annual steady-state
nominalinterestrate, 4 (R” - 1) =4 (% - 1) ,0f5.77%. The steady-
state capital return, R¥ is set at 1.0195 that implies a 2% an-
nual external finance premium. In the production function,
the share oflabor, «, is 0.65, while the share of entrepreneur-
iallabor, €, is0.01. The elasticity of the marginal disutility of
labor, 1+ y ,is 1.33. The capital depreciationrate, §, is0.025,
while the steadystate capital-net worthratio, «, issetat2.The
entrepreneur’ survival rate, 7, is set to 0.9728, the standard
deviation of the entrepreneurial productivity distribution, G,
isfixat 0.28, and the monitoring costs, 4, aresetto0.12,tobe
consistent with a quarterly default rate of 0.0075. The steady-

state government expenditure-outputratio, G ,15 0.2, while the

e

steady-state entrepreneurial consumption-output ratio, ¥

is fixed at 0.01. The parameter controlling money demand,
&, does not affect the dynamics of the model as the monetary
authority will supply any amount of money required to imple-
ment the nominalinterest rate determined by the policyrule.
Table 1, below, summarizes these calibrated values.
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4.2.2 Priors

There are five common prior distributions used in the litera-
ture of Bayesian DSGE estimation. Uniform distributions are
used when the researcher wants to limit the range of the pa-
rameters, but does not want to take astance on the mass of par-
ticular values. Normal distributions are used to center prior
means withoutintroducing skewnessin the distribution. Beta
distributions are used for most parameters whose range is in
the [0, 1] interval as the autoregressive parameters. Gamma
distributionsare used for parametersrestricted to be positive.
Inverse gamma distributions are used for the standard devia-
tion of shocks to allow a positive density at zero. In our case, as
described below, priors were selected on the basis of previous
estimationsand available information. The information of the
chosen priorsissummarized in the third to fifth columns of Ta-
ble 2. Appendix 2 shows the distributions for each parameter.

The habit parameter, b,is assumed to follow a beta distribu-
tion with prior mean of 0.7 and standard deviation of 0.1. The
second derivative of adjustment cost function with respect to
investment growth, v", is assumed to follow a gamma distri-
bution with prior mean of five and standard deviation of 0.5.
The elasticity of the external financial premium with respect
to changes in net worth, ¥, is assumed to follow a beta distri-
bution with prior mean of 0.06 and standard deviation of 0.03.

The parameters related to prices and monetary policies
follow. The Calvo probability of not adjusting prices, 6, is
assumed to follow a gamma distribution with prior mean of
0.7 and standard deviation of 0.1. The degree of price index-
ation, p_,isassumed to follow a beta distribution with mean
0.3 and standard deviation 0.1. The autoregressive compo-
nentof nominal interest rate, P isassumed to followabeta
distribution with mean of 0.5 and standard deviation of 0.2,
while the Taylor rule coefficients oninflation, y_, and output
growth, 7y, are assumed to follow a gamma distribution with
meanof 1.5and 0.5, respectivelyand a common standard de-
viation of 0.25.
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Table 1

CALIBRATED PARAMETERS

Coefficient Description Value
g, Mean technology growth rate 0.00427
p Discount rate 0.99
R! Steady-state capital return 1.0195
a Share of labor in production 0.65
Q° Share of entrepreneurial labor 0.01
1+y Elasticity of marginal disutility of labor 1.33
K Steady-state capital-net worth ratio 2
n Entreprenurial survival rate 0.9728
o, Standard deviation of entrepreneurial 0.028

productivity distribution
yli Monitoring costs 0.12
G/Y Steady-state government expenditure-output ratio 0.2
Ce/Y Steady-state entrepreneurial consumption-output 0.01

ratio

All the autoregressive parameters associated to the shock
processesare assumed to have abetadistribution. Preferences,
P, ,and credit market, Pe. s innovations are assumed to have
priormean of 0.5and standard deviation of 0.25, while govern-
ment, p ,and technology, p,, have a prior mean of 0.9 and
standard deviation of 0.1. The standard deviations of the shock
processes, o, ,0, ,0,,0,,areassumed to have an inverse gam-
ma distribution with prior mean of 1 and standard deviation
of 4, the only exception is the mean of the standard deviation
ofthenominalinterest rate innovation, o, whichissetto(0.4.

5. RESULTS

In this section we present the estimation results, the Bayesian
impulse-response functions, the historical shock decomposi-
tion, and the variance decomposition.
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5.1 Estimation

Table 2, below, summarizes the estimation results. The esti-
mated coefficients and their descriptionsare presented in col-
umns 1 and 2, the prior densities’ distributions, means, and
standard deviations are reported in the next three columns.
The posterior mode and 90% confidence intervalsare reported
in columns 6 to 8 for the no financial accelerator case, and in
the last three columns for the financial accelerator case. The
marginal likelihoods are not comparable because the model
without the financial accelerator does not use financial data."
Overall, the parameter estimatesin the models with and with-
outthefinancialaccelerator mechanismare similar. The main
differencesareinthe degree of price indexation, whichis big-
ger in the model without the financial accelerator, and in the
standard deviation of the preference shock whichissmallerin
the model without the financial accelerator.

The habit parameter estimate, b,is 0.918, slightly higher than
inthe model without the financial frictions at 0.898, suggesting
thatinthe presence of credit marketimperfections consumers
tryharder tosmooth consumption. The second derivative of the
adjustment cost function with respect to investment growth,
y", is 5.559, which is a smaller number than the one report-
ed by CMRin amodel thatalso has capital utilization rate, but
higher than in the model without financial frictions at 4.551.
Recall that higher adjustment costs dampen the response of
investment but, through the changes in the price of installed
capital, magnifies the financial accelerator. In the model with
financial frictions, the elasticity of the external financial pre-
mium with respect to changes in net worth, y, is estimated
at 0.009, lower than previous estimates between 0.03 and 0.1.

' We have estimated the no financial accelerator model using finan-
cial dataand including measurement errors to the external finance
premium. In this case the Log data densities are comparable, and
the model with a financial accelerator has a superior fit to the data
as the model without this financial mechanism cannot reproduce
the observed behavior of the external finance premium.
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The parameters related to prices and monetary policies
follow. The estimate of the Calvo probability of not adjusting
prices, 6, is 0.929, also higher than in the model without fi-
nancial frictions at 0.896. The estimate of the degree of price
indexation, p,, is 0.224, much lower than the 0.516 in the
model without financial frictions. In the model with financial
frictions the autoregressive component of nominal interest
rate, p ., is 0.939, while the Taylor rule coefficient on infla-
tion, ;/,:, is 1.264and output growth, Yy 1s0.236.In the model
without financial frictions the estimates are 0.903, 1.237, and
0.252, respectively, what suggests that the different dynamics
observed between the two models is not due to differences in
monetary policy estimates.

Inthe modelwith financial frictions the autoregressive pro-
cessesimplyautoregressive coefficients of 0.788 for preferences
P> 0.957 for government expenditure p,, 0.980 for technol-
0gy Pq»and 0.725 for credit market p, . The shock processes
have standard deviations of 0.121 fornominal interest rates c.
4.834 for preferences o, 2.704 for government expenditure
o,, 0.320 for technology o,, and 2.353 for credit market o,
innovations. In the model without financial frictions credit
markets are not included, so the autoregressive coefficients
for preferences, government expenditure, and technology
are 0.767,0.971, and 0.991, respectively. The standard devia-
tions for nominal interest rates, preferences, government ex-
penditure, and technologyare 0.123, 3.592,2.838,and 0.209,
respectively.

5.2 Impulse-Response Functions

Figure 2 shows the impulse response functions of output, in-
vestment, and the external finance premium to one standard
deviation in the monetary policy shock. Figure 3 shows the
evolution of output, investment, and the federal funds rate
to one standard deviation external finance premium shock.
All the innovations are expressed in percentage points and
the mean and 90% confidence intervals are reported. The
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black lines show the case of the financial accelerator, while
the model without financial frictionsis represented with the
gray lines.

Before discussing the resultsitisimportant toremind that,
under the financial accelerator environment, an expansion
in output causes an increase in the value of assets in place and
ariseinthe entrepreneurial net worth. As entrepreneurs’ net
worth expandsrelative to their borrowing, the external finance
premium falls, causing a furtherincrease in both asset values
and investment demand. These general equilibrium feedback
effects, inturn, further amplify the financial accelerator mech-
anism. Forthe financial accelerator model, thismechanismis
in effect for both financial and non-financial shocks.

Figure 2 shows thatan unexpected expansionary monetary
policyinnovation generates hump-shaped expansions in out-
put and investment, accompanied by inflationary pressures
(notshown), and due to the mechanism described above, ade-
crease in the external finance premium. This last effect is the
keytransmission mechanism that explains why monetary pol-
icy could have additional stabilizing effects in the presence of
credit market imperfections as exemplified by the additional
response of output and investment.

Figure 3shows thatanincreaseinthe external finance pre-
mium by tightening credit market constraints contributes
significantly to output and investment contractions, with-
out alleviating inflationary pressures (not shown) through
the supply-side costs of decreased capitalaccumulation, and
creating constraints on monetary policy. These movements
are in line with the empirical evidence of the VAR presented
in Section 2.

The real effect of this mechanism is quantitatively large —a
0.25% risein the external finance premium causesa0.73% de-
creaseinoutputanda?2.8% decrease ininvestment. These num-
bers are in the ball-park of the empirical evidence presented
in Gilchrist and Zakrajsek (2012) that analyzes the economy’s
response to excess bond premium shocks.

For sake of completeness, we describe the responses of the
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Figure 2
MODEL RESPONSES TO A MONETARY POLICY SHOCK
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Note: The solid lines in each panel depict the mean impulse response function of
each variable to one standard deviation monetary policy shock. The dashed lines give
the 90% confidence intervals. The black lines in each panel depict the financial
accelerator case. The gray lines depict the responses generated by the model without
the financial accelerator.

observable variables to the other three shocks: Government
expenditure, technologyand discount factor.'

A positive government expenditure shock causes an expan-
sionin outputand investment together with inflationary pres-
sures that are faced with higherinterest rates. In the financial
accelerator model, the increase in the price of installed capital
broughtabout by this demand driven expansion improves the
entrepreneurs’ financial position and eases the credit market
conditions by lowering the external finance premium.

2 The impulse-response figures are available upon request.
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Figure 3

MODEL RESPONSES TO A CREDIT (EXTERNAL FINANCE)
RISK PREMIUM SHOCK
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Note: The solid lines in each panel depict the mean impulse response function of
each variable to one standard deviation external finance premium shock. The
dashed lines give the 90% confidence intervals. The black lines in each panel depict
the financial accelerator case. Here there are no gray lines as the model without the
financial accelerator does not have financial shocks.

A positive technology shock increases output and invest-
ment and lowers inflation at the time that interest rates drop.
Again, in the financial accelerator model, credit conditions
amplify the effect of the shock.

A positive discount factor shock increases consumption
and in both models it has a positive initial response in output.
However, the response of our model economy to discount fac-
tor shock has contrasting effects depending on the inclusion
of a financial accelerator mechanism. Without the financial
accelerator mechanism, theinitialincrease in output brought
by the increase in consumption is quickly overturned by the
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dropininvestment. When financial factorsare considered, the
improvementin credit market conditionsis enough to keep in-
vestment strong. In both cases there are inflationary pressures
and the federal funds rate is increased.

5.3 Shock Decomposition

To understand the implications of the model for the conduct
of monetary policyand to evaluate the importance of financial
market frictions in determining business cycle outcomes, we
calculate the portion of the movementin the observed datathat
can be attributed to each shock. Figure 4 presents the contri-
bution of each shock, monetary policy, government expendi-
ture, technology, taste (discount factor), and external finance
credit (creditrisk) premium, to explain the observed behavior
of demeaned output growth in the financial accelerator case.
In Appendix 3, we present the graphs for the other four observ-
able variables in the financial accelerator case.

This figure shows the preponderance of technology inno-
vations as engine of economic fluctuations and the relatively
small role attributed to government shocks." This historical
shock decomposition also shows that there are clear episodes
when monetary policyand financial disturbances were impor-
tant in the determination of the economic fluctuations.

To gain more intuition, now we concentrate on the portion
of the movement in the observable variables that can be cred-
ited to monetary policy and credit market innovations. Fig-
ure 5 shows the historical decomposition of monetary policy
shocksinthe caseswith and without the financial accelerator,
while Figure 6 focuses on the financial shocks.

¥ McGrattan and Prescott (2010) point out the important role that
intangible capital played during the output expansion in the 1990s.
Extending the current model with intangible investment and non-
neutral technology change with respect to producing intangible
investment goods would be a natural extension to verify the ro-
bustness of the presented shock decomposition, especially given
the negative contributions of technology during part of the 1990s.
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Figure 5 shows that the effect of monetary policy shocks
on the economy accords well with the historical record re-
garding the conduct of monetary policy since the mid-1980s.
Monetary policy was tight in the late 1980s prior to the onset
of the 1990-1991 recession but was eased substantially during
the economic downturn of the early 1990s. According to our
estimates, tight monetary policyalso contributed to the slow-
downinbusinessinvestment and outputduring the 1994-1995
period. The stance of monetary policy was roughly neutral
up to the collapse of the stock market in early 2000, and ac-
cording to our estimates, policy was eased significantly dur-
ing the 2001 recession. Monetary policy was again relatively
tight during the housing boom of the 2005-2007 period. The
rapid sequence of cuts in the federal funds rate during 2007
also appears as a significant easing of monetary conditions
that has supported the expansion in investment and output
duringthat period. An appealing feature of this modelis that
the monetary transmission mechanism worksin part through
its impact on balance sheet conditions —that is, the external
finance premium is strongly countercyclical in response to
monetary policy shocks.

Figure 6 shows that the estimated effects of financial distur-
bances and their impact on the real economy also accord well
with historical perceptions of the likely effects of tight credit
conditions on economic activity. According to our estimates,
the economyshowed signs of financial distress at the onset of the
1990-1991 recession, and adverse financial conditions remained
adrag on the real economy throughout the jobless recovery of
the early 1990s. Indeed, between 1989 and 1993, shocks to the
financialsector caused the external finance premium torise by
150 basis points, an increase that led to an extended period of
subpar economic performance. Credit market conditions im-
proved markedly during the second half of the 1990s, a period
during which the external finance premium fell about 250 ba-
sis points. The premium moved higherafter the bursting of the
dot-com bubble, and financial conditions deteriorated further
at the onset of the collapse in the housing sector in 2005. The

A. Ortiz Bolafos 353



Figure 5-a
HISTORICAL DECOMPOSITION OF MONETARY POLICY SHOCKS
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Note: The solid black line in each panel depicts the behavior of actual variables
expressed in percentage point deviations from steady state. The dotted line in each
panel depicts the estimated effect of monetary policy shocks under the financial
accelerator model. The solid gray line in each panel depicts the estimated effect of
monetary policy shocks in the model without the financial accelerator.
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Figure 5-b
HISTORICAL DECOMPOSITION OF MONETARY POLICY SHOCKS
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modelalso captures the currentfinancial crisisasashock to the
financial sector, manifested as a 75 basis point jump in the ex-
ternal finance premium that hasled toasharpslowdowninthe
growth of investment and output during the last four quarters.
In summary, this relatively simple model of the financial ac-
celerator-when estimated using both realand financial market
data—doesremarkably well at capturing much of the historical
narrative regarding the conduct of monetary policy and devel-
opmentsinfinancial marketsthatled to the episodes of financial
excessand distress overthelasttwo decades. Asshown duringthe
three episodes when credit market innovations were dragging
output growth, monetary policy partially offset these effects.

5.4 Variance Decomposition

Table 3 summarizes the asymptotic variance decomposition
forthe modelswith and without financial factors. In both cases
technologyinnovationsare the main force explaining the fluc-
tuationin output, investment, inflation, and nominal interest
rates. Inthe case of the external finance premium the variance
is mostly explained by shocks to preferences with 50% and fi-
nancial shocks (external finance premium) with 34.8%, while
technology only accounts for 11.1% of'its variance.
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Figure 6-a
HISTORICAL DECOMPOSITION OF FINANCIAL SHOCKS
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Note: The solid black line in each panel depicts the behavior of actual variables
expressed in percentage point deviations from steady state. The dotted line in each
panel depicts the estimated effect of monetary policy shocks under the financial
accelerator model. Here there is no solid gray line as in the model without the
financial accelerator there are no financial shocks.
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Figure 6-b

HISTORICAL DECOMPOSITION OF FINANCIAL SHOCKS
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Table 3

ASYMPTOTIC VARIANCE DECOMPOSITION OF THE MODEL WITHOUT
FINANCIAL FACTORS AND OF THE MODEL WITH FINANCIAL FACTORS

External

Interest Jinance

Shock/Variable — Output  Investment  Inflation rate premium
Monetary 18.5/12.,5 26.1/17.1 10.6/7.1 10.4/9.6 -/3.8
Government 27.3/6.5 1.2/0.5 0.4/0.6 1.5/2.3 -/0.6

Technology ~ 44.7/51.3 44.6/53.0 64.0/52.0 66.9/42.2 —-/11.1
Discount 9.5/14.7 28.0/6.9 25.0/38.1 21.2/37.6 -/49.7

factor

External -/15.1 -/22.5 -/2.1 -/8.4 -/34.8
finance
premium

Note: The table reports the percentage of the variance of each variable (reported in
columns) that is explained by each of the shocks (reported in rows). Each cell shows
two numbers separated by a slash. The first number corresponds to the share in the
model without financial factors and the second number is the share in the model
with these factors included.

In the version with financial factors, monetaryinnovations
explain 12.5% ofthe output variance, while credit marketinno-
vations explain 15.1%."* Meanwhile, in the case of investment,

" Using the same measure of the external finance premium, but a
factor-augmented vector autoregression specification instead of
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monetary policy explains 17.1%, while credit market innova-
tionsaccount for 22.5%. In the model without financial factors,
government expenditure shocks (a residual in the aggregate
resource constraint) capture most of the portion thatis really
explained by financial factors, while in the case of investment
the discount factor does it.

6. CONCLUSIONS

Using macroeconomic and financial data in an estimated
DSGE model with financial frictions, this paper shows that fi-
nancial market frictions have been important in US business
cyclesamplifying realand nominal disturbancesin the econ-
omy. The estimated model shows that financial shocks have
important real effects as a 0.25% rise in the external finance
premium causes a 0.73% decrease in output and a 2.8% de-
crease in investment. A 0.44% unexpected reduction in the
federal fundsrate contributesto a0.38% expansion in output
and 1.42% increase in investment. In the presence of credit
market imperfections the increase in output that comes with
the expansionary monetary policy, by improving borrowers’
financial positions, contributes to reduce the cost of external
financing further contributing to the output expansion. We
provide evidence that disturbances originated in the finan-
cial sector have significant real consequences for output and
investment activity accounting for 12.5% and 17.1% of their
respective variances since 1985. We also observed that mon-
etary policy was effective partially offsetting adverse shocks
thatoriginated in the financial market during the three most
recent recessions.

the DSGE model presented here, Gilchrist, Yankov, and Zakrajsek
(2008) find that shocks emanating from the corporate bond market
account for about 20% of the variance of industrial production at
the two- to four-year horizon.
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Appendices

Appendix 1. Log Linearized Model

Thelog-linearized version of the modelis presented below. As
in BGG (1999) the modelis presented in terms of four blocks of
equations: /)aggregate demand; 2)aggregate supply; 3)evolu-
tion of state variables; and 4) monetary policy rule and shock
processes. All lower case variable denote log-deviations from
steady-state, while variables without a time subscript represent
steady-state variables.

Aggregate Demand

Resource constraint:

S NS W ENLC
= yt Y t Y t Y t Ygt ¢t

Marginal utility in the case of internal habit:

1
A2 A, = —(B°B+ A%, +bAc, , +
‘ bQﬂ—bA(1+ﬂ)+A2[( g )’ !

+bABE,{c,,,} —bAa, + bAPE, {a,, }]

Consumption-savings:
ﬂ’l :El{ﬂwl}_"ﬂl _El{ﬂ-l+l}_El {al+1}_§c,l

Entrepreneurial consumption:

e —

Definition of the external finance premium:

S :Et{/rtil}_(rtf—l _Et{”t+1})+;s,t

Determination of the external finance premium:
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St = Z(q kt+1 +nt+1)

Expected real rate of return on capital:

(1-a )‘971%4
t{Rf.l} (1 )8 l;;‘A (1 5)( t{yHl} kt+1+E,{ H—l}
e K
+Et {mct+1 })+ (11 Yé‘) Et {%H}_ql‘
(1-a)* 1Y Av(1-0)
¢ K

Relation between price of capital ¢, and investment adjust-
ment cost as a function of growth rate of 1, :

=+ By A%, —y A% - Py A’E, {i., | +
'H//AQGt _ﬁWA Et {at+1}

Aggregate Supply
Aggregate supply of final goods:

i :tht +(1_a)kt _(l_a)a't
Labor market equilibrium:
yt_kt+mct+ﬂ’t:7/ht

Phillips curve:

77:: L (1_9)(1_ﬂ9)mct+ b { t+1}

1+ p, 0 1+ Bp, 1+ﬂp,,
Evolution of State Variables
Capital accumulation:
1-6). 1-6
kt+1 =|1- I, + (kt _at)
A A
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Evolution of net worth:

K K Y e-1
n,., =n, +Nrtk —(N—IJEHVX‘ +a(1_Q)NT(% +me,)—a,

or using the definition of the external finance premium
k
E_, {7: } =S "‘(V:n +Et—1”z) :

"y =M, +%Ttk _(%_IJ[‘%—I +(Ttn +Ez—17z-t ):|+

Y -1
+a(1_Q)WT(yt +mc,)—a,

Monetary Policy Rule and Shock Processes

The monetary policy rule follows:

' =prnrzri1 +(1_pr” )[7;/[; t7, (yt "Vt ):|+8‘rn

Itisassumed that the exogenous disturbances to government
spending, technology, discount factor, and financial distress
obey autoregressive processes:

8 =P8 +Ef
a4, = P,0, 1 +&/
é’c,t = p;“c é/c,t—l + gté’o
éls,t = p{; gx,t—l + 855

while the monetary policy shockisi.i.d.:
¢ e

T,

Appendix 2. Prior and Posterior Distributions
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Figure A.1

ESTIMATED PARAMETERS’ PRIOR AND POSTERIOR DISTRIBUTIONS
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Note: The figure presentes the prior (grey) and posterior (black) distributions for
the parameters estimates, along with the posterior mode (vertical line).
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Appendix 3. Shock Decomposition

Figures A.2 to A.5 report the contribution of each shock to
the observed data for the financial accelerator case. For ex-
ample, Figure A.2 shows the contribution of monetary policy,
government expenditure, technology, taste (discount factor),
and credit (external finance premium) shocks to explain de-
meaned investment growth. Figures A.3 to A.5 report the re-
sults for stationary CPI inflation, stationary effective federal
fundsrate, and stationary external finance premium, respec-
tively, where asspecified in the textall variables are demeaned
using the sample mean.
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Figure A.2
INVESTMENT GROWTH
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presents the contribution of each shock to the observed behavior. The sum of the five shocks adds to the data.
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Figure A.4
STATIONARY FEDERAL FUNDS
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quarter presents the contribution of each shock to the observed behavior. The sum of the five shocks adds to the data.
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1. INTRODUCTION

ince the start of the global economic recession in late

2007, commercial banks’ credit quality indicators in the

Caribbean have deteriorated significantly, due to therise
in unemploymentrates, challenging business conditionsand
tosome extent the significantincrease in credit by consumers
to support their expenditures prior to the recession.

The challenges faced by The Bahamas and the rest of the
Caribbean are by no means unique; however, the rapid rise
in nonperforming loans (NPLS), which have in some cases
risen from around 5% of total loans in 2008 to over 10% by
the end of 2011, based on IMF estimates,' are amongst some
of the highest in the world. As The Bahamas continues to re-
cover fromrecession, itis therefore prudent to attempt to de-
termine the potentialimpact of elevated levels of arrearsand
NPLS on economic growth over time and whether there exista
feedback effect, as strong evidence of anegative relation could
result in lower levels of growth going forward and increased
vulnerabilities to external shocks. This has implications for
economic policy making and forecasting. Based on studies,
such as Espinoza and Prasad (2010) and Klein (2013), we ex-
pect that there is a negative relation between gross domestic
product (GDP) and NPLS.

This paper therefore seeks to determine, not simply the ex-
tent towhich economicactivityand othervariables affects NPLS
in The Bahamas, butif there is also a feedback response from
NPLS to economic growth, using an econometric framework.
To the authors’ knowledge, thisis the first of this type of study
conducted for The Bahamas.

Theremainder of the paperisorganized as follows: Section
2reviews the literature relating to the factors, which either af-
fect or are impacted by the rise in NPLS in the banking sector.
Section 3 provides a review of trends in arrears and NPLS for
The Bahamassince 2002. Section 4 presents the econometric

! See IMF’s Regional Economic Outlook, “Western Hemisphere: Rebuil-

ding Strength and Flexibility,” April 2012, p. 26.
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models utilized in the study and analyses the results and Sec-
tion 5 concludes the study.

2. LITERATURE REVIEW

Overthe pastdecade, there have been several papers produced
which have tried to determine the causes of NPLS, especiallyas
itrelates to bank specific factors. There have also been studies
thatattemptto determine the relation between NPLSand other
macroeconomic variables such as economic growth, and the
extent to which NPLS affect real GDP.

Amador, Gémez-Gonzalez, and Pabon (2013) studied the re-
lation between abnormal loan growth and banks’ risk taking
behavior, using information on individual Colombian banks’
balance sheets between June 1990 and March 2011. They used
datafromsixty-four financialinstitutions, provided by Colom-
bia’s Financial Superintendence and theytested the abnormal
loan growth on banks’ survival probability using information
onindividual banks’ characteristics during the financial crisis
ofthelate 1990s.In addition, theytested the effect of abnormal
loan growth on banks’ financial health (solvency, nonperform-
ing loans and profitability), using cross-sectional time-series
dataon Colombian financialinstitutions between 1990 and 2011.

Their results show that abnormalloan growth during a sus-
tained period led to reductions in banks’ capital ratios and to
increases in the ratio of nonperforming loans to total loans.
The authors also show that sustained abnormal loan growth
was one of the most significant variablesin explaining observed
differences in the process of bank failure during the Colom-
bian financial crisis of the late 1990s.

In their 2009 study, Khemraj and Pasha aimed to analyze
the responsiveness of NPLS to macroeconomic and bank spe-
cific factors in Guyana using regression analysis. They used a
fixed effect panel model to ascertain the causes of NPLS in the
Guyanese banking sector. As well, they utilized data from six
commercial banks in Guyana over the period of 1994-2004,
and estimated the model using pooled least squares. The
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macroeconomic factors that were included in their model
were: real GDP growth, inflation, and the real effective exchange
rate. The bank specific factors used in this study were the real
interest rate, bank size, annual growth in loans, and the ratio
of loans to total assets. The results of their correlation analy-
sis show that NPLS and the loans to assets ratio are positively
related, implying that banks which take greater risks tend to
have agreateramount of NPLS. The authors analysis also show
that GDP growth and growthin NPLS are negativelyrelated and
that the size of the bank may not be relevant in terms of miti-
gating credit risk, as larger banks did not have significantly
lower NPLS. However, contrary to other studies, their results
also indicated a “negative association between inflation and
the ratio of NPLS to total loans”.

Inasimilarstudy, Espinozaand Prasad analyzed the extent
towhich macroeconomic factorsaffected NPLS of various banks
within the Gulf Cooperative Council (GCC) countries and en-
deavored to ascertain the causes of overall NPLS in the GCC
banking sector. They used a dynamic panel of data retrieved
from the database Bankwise™, and ran panel vector autore-
gressive (VAR) models to determine the factors that affected
the growth in NPLS in the GCC banking system. The authors
tested bank specific factors*as well as macroeconomic factors
such as non-oil real GDP.

Their studies found that the NPL ratio of the banks dete-
riorated as interest rates rose and non-oil economic growth
slowed, and the size of the banks played a role, as the larger
banksaswellas those with fewer expenses had less NPLS. They
alsofound thata prior period of high credit growth could lead
to increased NPLS in the future. In terms of the feedback ef-
fects, the authors noted that there is a strong but short-lived
feedback effect from NPLS to economic growth.

? Bank specific factors tested were the capital adequacy ratio, the
expenses /asset ratio, the cost /income ratio, the return on equity,
size (of the banks), the lagged net interest margin, and lagged
credit growth (deflated by the CPI).
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Fofack (2005) alsoinvestigated NPLSin sub-Saharan Africa
inthe 1990s, and focused on determining ifincreasesin NPLS
were the major causes of bank failures. In his paper, the author
utilized astandard definition of NPLS across the various coun-
trieswithin the Communauté Financiere Africaine (CFA)*and
non-CFA countries separatelyand compared the two sets of re-
sults.” His research revealed that financial costs were higher
in non-CFA countries, as CFA costs fell over the 1996-2002 pe-
riod, after the devaluation of the franc. He also examined the
determinants of NPLS using correlation and causality analysis
with a number of macroeconomic variables such as GDP per
capita, inflation, interest rates, changes in the real exchange
rate, interest rate spread and broad money supply (M2); as well
as bank specific factors, such as return on assets and equity,
netinterestmarginsand netincome, and interbankloans. The
results of this analysisillustrate that real exchange rate appre-
ciation and NPLS are positively related; however, the relation
is not clearly defined for the non-CFA countries.

Fofack then conducted a Granger test to determine which,
if any variables used in his study led to increases in NPLS. He
used a sample of regional countries and found that inflation,
real interest rates, and GDP growth per capita Granger cause
NPLS in most of the countries. However, his study also found
thatin some countries the level of inflation and interest rates
were not significant determinants of NPLS, and in those coun-
tries, the Granger test revealed dual causality between GDP
growth and rising NPLS. The author used a pseudo panel re-
gression model to predict the potential impact that changes
inbankingsectorvariablesand macroeconomic factors might

The CFAregion comprises countries in the West African Economic
and Monetary Union as well as countries in the Economic and
Monetary Community of Central Africa. Although, the currencies
are different in both regions.

The CFA franc is under a fixed exchange rate regime, formerly
pegged to the French franc (now to the euro) and guaranteed by
the French Treasury.
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have on the bankingsector.” The results of the model show that
GDP per capita, real interest rates, broad money supply (M2)
and changesinreal effective exchange rate were significant for
the entire panel of countries, while other macroeconomicand
bank specific variables were significant for asubset of the coun-
tries. In terms of bank stability, growth in NPLSwas found to be
a major cause of bank failures due to their high costs and the
banks’ lack of capital to withstand the effects of higher NPLS.

Dash and Kabras’ (2010) study aimed at determining the
causes of NPLS in India using regression analysis. The macro-
economic factors used in the model were the growth in real
GDP, annual inflation, and the real effective exchange rate,
as well as bank specific variables, including the real interest
rate, bank size, annual growth in loans and the ratio of loans
to total assets. Using a panel data set consisting of firm level
datafor six commercial banks operating through 1998-2008,
the authors performed a correlation analysis which showed a
strong negative relation between NPLS and real GDP growth,
aswellasastrong positive relation between NPLS and the loan
to asset ratio. It also showed the ratio between NPLS and real
interest rates and NPLS to total loans to be weak.

The results of their fixed effect regression model revealed
thatbankswhich take more risks are likely to have higher NPLS,
thesize of the bankisnotimportantasadeterminant of NPLS,
and GDP growthis negativelyrelated to NPLS. Their studies also
indicated anegative relation between credit growth and NPLS,
contrary to other literature, and their results showed mixed
results between inflation and NPLS. Further, the real effective
exchange rate exhibited a strong positive relation with NPLS,
andloan delinquencies were higher for banks, whichincrease
their real interest rates.

® Thevariables used were: equity (% of total assets), return on assets,
netinterest, netincome (% of total revenue), interbank loans (% of
assets), equity (% of liquid assets), growth rate of real GDP, M2 (%
of M2), inflation, domestic credit provided by banks (% of GDP),
domestic credit to the private sector (% of GDP), real interest rate,
change in real effective exchange rate, and GDP per capita.
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De Bockand Demyanets (2012) focused on examining how
credit growth and asset qualityin emerging markets (EMs) are
affected by both domestic and external factors. The authors
used variables that could possiblyinfluence banks’ asset quality
indicators, such as GDP growth, terms of trade, the exchange
rate, capital flows, equity prices, and interest rates. Using a
combination of dynamic paneland structural panel VAR mod-
els for 25 EMs during the 1996-2010 period, the authors ana-
lyzed the effects on the real economywhen credit contracts or
banks’ balance sheets deteriorate.

Theresults of their dynamic panel regressions show thatim-
portant determinants of loan quality are portfolio and bank
flows, economic growth, terms of trade, and exchange rate
appreciation, which all are negatively related with the aggre-
gate NPLratio, while credit growth was found to be positively
related with the NPLratio, contraryto previousstudies. The re-
sults of their structural panel VAR show that worsening growth
prospects, adepreciating exchange rate, weaker terms of trade
and adecrease in debt-creating capital inflows will potentially
decrease private sector credit and worsen banks’ asset quality
indicators. Moreover, the authors also found that an increase
inNPLSleadstoless economicactivityand that credit contracts
when the exchange rate tends to depreciate.

Badarand Javid (2013) carried outastudywith the purpose
of examining the long run relation between macroeconomic
variables and NPLS; examining the short runimpact of macro-
economic forces on NPLS; and facilitating monetaryand fiscal
regulators to cover up the gaps and to make right decisions by
sharing empirical results of the study. The authors used five
macroeconomic variables in their study to examine the im-
pacton NPLS: inflation, interest rate, gross domestic product,
exchange rate and moneysupply. They carried out a bivariate
and multivariate cointegration analysis, as well as a Granger
causality test, before carrying out a vector error correction
(VEC) model. Their results showed thatalongrunrelation be-
tween macroeconomic forces and nonperformingloans exists,
and the Johansen multivariate cointegration test confirmed
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it; similarly, the bivariate cointegration confirms a long run
relation exists between nonperformingloans with money sup-
ply and interest rates. Weak short run dynamics were found
between NPLS, inflation and exchange rate by the VEC model.

Similarly, Klein aimed to evaluate the determinants of NPLS
in Central, Eastern and South Eastern Europe (CESEE) econo-
mies by looking at both bank-level data and macroeconomic
indicators over 1998-2011. The author also aimed to evaluate
the feedback effects from the banking sector to the real econ-
omy through a panel VAR analysis in order to assess how the
recent increase in NPLS in the CESEE region is likely to affect
economic activity in the period ahead. The panel VAR includ-
ed five variables: NPLS, real GDP growth, unemployment rate,
the change in credit-to-GDP ratio and inflation.

The author’s results confirmed that the level of NPLS tends
toincrease when unemploymentrises, exchange rate depreci-
ates,and inflationis high. The results also suggest that higher
euro area’s GDP growth results in lower NPLS. As it relates to
bank-level factors, the author found that higher quality of the
bank’s management, as measured by the previous period’s
profitability, leads to lower NPLS, while moral hazard incen-
tives, such as low equity, tend to worsen NPLS. In addition, ex-
cessive risk taking (measured by loans-to-assets ratio and the
growthrate of bank’sloans) was found to contribute to higher
NPLS in the subsequent periods.

While examining the feedback effects between the banking
system and economic activity the author found that NPLS were
responsive to macroeconomic conditions, such as GDP growth,
and that there are feedback effects from the banking system to
the real economy. To be specific, Klein’s estimations suggest
thatanincrease in NPLS has asignificant impact on credit (as
a share of GDP), real GDP growth, unemployment, and infla-
tion in the periods ahead.

3. ANALYSIS OF ARREARS

Forthe purpose of the study, we utilized quarterly data for The
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Figure 1
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Source: The Central Bank of The Bahamas.

Bahamas, whichspanned the period September 2002 -the ear-
liest date at which a consistent quarterly asset quality series is
available—until March 2012.

As Figure 1 shows, from September 2002 to June 2007, ar-
rears®in the Bahamian banking system remained relatively
stable in the $330 million and $370 million range, with modest
changes occurring due to seasonal factors —-mainly the trends
in the tourism sector. However, it breached the $450 million
markin June 2007, due in part to the surge in credit to the pri-
vate sector, which occurred in the previous threeyears, which
accompanied the generalimprovementin economic conditions
aswellasthelifting of the Central Bank’s credit restrictionsin
August 2004. As an example, credit to the private sector rose
byan average of 12.8 % between 2005and 2007, comparedtoa
mean increase of 3.6% in the prior three-year period. Thisin-
creasein creditwasfueled in part byasignificantimprovement

® Defined as loans which are greater than 30 days past due.

A. Jordan, C. Tucker 379



inbusiness conditions, as economic output rose by an average
of 2.5% over the three-year period, due to growth in the tour-
ismsector and projects such as Atlantis Phase III. In addition,
employment conditions improved, as the jobless rate averaged
8.6% between 2005 and 2007, vis-a-vis 10.0% in the prior three
years, which allowed more customers to qualify for various
types of loans from these lending institutions.

Between June 2007 and December 2009, arrears climbed
steadily, reflecting the rapid deterioration of economic and
employment conditions —particularly in the tourism and for-
eigninvestmentsectors—, whichresulted from the global finan-
cial crisis and subsequent recession. The Bahamas’ real GDP
growth slowed from 2.5% in 2006 to 1.4% in 2007, and fell by
2.3% in 2008 and 4.9% in 2009.” Additionally, the unemploy-
ment rate almost doubled from 7.6% in 2006 to 14.2% by 2009.
Asaresult, asignificant number of borrowers were unable to
meet their debt payments, due to the fact that theywere either
laid off or worked reduced hours —as occurred in the lodging
sector-and inthe case of firms, there wasasignificant contrac-
tionintheirrevenues, due toreduced businessactivity.®* There-
fore, from 2007 to 2009, arrears rose by an average of 40% per
annum, despite banks’ attempts to engage in various types of
debtrestructuring programs.

Over the 2010 to 11 period, the rate of growth in arrears
slowed considerablyto 5.3%), as economic conditions appeared
to stabilize, with real GDP rising marginally by 0.2% in 2010
and by 1.1% in 2011; however, the level of output remained sig-
nificantly below the pre-recession period.’

7 Based on estimates from the Bahamas Department of Statistics as
at end-April 2012.

There is also some anecdotal evidence to suggest that some consu-
mers were also adversely affected, because they had obtained other
forms of credit in addition to the facilities offered by commercial
banks; however, comprehensive information on non-bank lending
and arrears is not readily available.

Table 1 (Appendix A) provides details on some of the key credit
quality indications in the banking system from 2002 to 2011.
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A disaggregation of arrears by average age revealed major
increasesin both the shortterm (loans 31 to 90 daysinarrears)
and the NPL segment (91 days and over). Trends in the short-
term category tended to follow changes in total arrears over
the 2002to 2009 period, however, since December 2009, short-
termarrears have trended downwards, as NPLS have driven the
increase in arrears over the two-year period.

Abreakdown of the NPL components (Figure 2) shows that
the majority of the increase in this category was due to growth
in the mortgage segment, which has consistently comprised
the bulk of NPLS since March 2005. Indeed, between 2007 and
2009, mortgagesaccounted foramean of 44.3% of total private
sector NPLSand rose by an average of 39.8% per annum. Simi-
larly, the consumer component —which represented 31.1% of
NPLS over the period-rose by an average of 34.3% each year,
while commercial NPLS, at 24.6% of the total, rose more rap-
idly by 48.6% per annum over the three-year period.

Despite the signs of stabilization in the economy, mortgage
NPLS have continued to increase at arelatively moderate rate,
rising by 62.6% in 2010 and 14.8% in 2011, or an average of
38.7% per annum. Commercial NPLS, which surpassed the

Figure 2
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consumer segment to become the second largest category in
June 2010, recorded aslowdown in the rate of growth to 11.3%
over the two-year period, while the consumer segment fell by
an average of 1.9%. Over the review period, mortgage NPLS
accounted for almost half (49.5%) of the total, followed by the
commercialand consumer segments with shares of27.3% and
23.2%, respectively.

4. ECONOMETRIC ANALYSIS
4.1 Data

In order to investigate the effect which economic growth has
on nonperforming loansin The Bahamas, the factors that in-
fluence nonperformingloans mustfirstbe determined. In this
initial step, we used several macroeconomic variables in the
model, whichserved asindicators of economicactivityand in-
terestratesinthe country. Variablesincluded were:'’real GDPin
The Bahamas (real_GPD); United States real GDP (real_GPD_US);
air arrivals (air_arrivals), which served as a proxy for tourism
sector output;' foreign direct investment (¥DI); the weighted
average loanrate (WAIR_BAH);and inflation (INF_BAH). Addi-
tionally, we used credit to the private sector (P_credit) to rep-
resent consumer demand (Table A.2, Appendix A, shows all
of the variables and the expended sign of their coefficients).
The dependent variable used in the regression analysis was
total private sector NPLS (P_NPL)."” The quarterly datawas ob-
tained from various sources including: The Central Bank of
The Bahamas’ Quarterly Statistical Digestand unpublished da-
tabases, while the information for United States real GDP was

' Based on the work of Khemraj and Pasha (2009), Espinoza and
Prasad (2010), and Fofack (2005).

' Since the majority of the high value-added stopover tourists are
air visitors, it seemed prudent to use this indicator as a proxy for
tourism output.

2 All of the variables are in nominal terms with the exception of the
real GDP variables.
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obtained from the Bureau of Economic Analysis.” The time-
frame waslimited to 2002Q3 to 2011Q4, because dataon com-
mercial banks’ credit qualityindicators was only compiled on
a consistent aggregate basis from 2002. Table A.3 (Appendix
A) provides some descriptive statistics for the variables used
in the model.

4.2 Results: Real GDP

The real GDP series (real_GPD) for The Bahamas presented a
significant challenge, since this indicator is only compiled
on an annual basis. However, for the purpose of the model, a
quarterlyreal GDP seriesneeded to be obtained to employ the
econometric techniques required, since annual data would
have significantly diminished the validity of any statistical
tests conducted, due to the low level of the degrees of free-
dom™and limited the ability to create VAR models. In order to
disaggregate the annual real_GPD series, the variables which
were important in affecting real_GPD over time and for which
quarterly datawas available, needed tobe determined initial-
ly. In the context of The Bahamas, where tourism and foreign
direct investment are two of the main drivers of economic ac-
tivity, the variablesair arrivals (air_arrivals) and foreign direct
investment (FDI_BAH) were used in the model. Credit to the
private sector (P_credit_BAH) was also included in the model
given its close correlation with consumption.'” The final vari-
able selected was real GDP in the United States (real_GPD_US),
given the fact that the country is historically The Bahamas’
major trading partner, accounting for the majority of visitor
arrivals, imports and foreign investment. The regression was
conducted using the ordinary least squares (OLS) technique

* See website: <www.bea.gov>.

That is, in amodel with n observations and kvariables, there exists
n—k degrees of freedom.

Based on the expenditure approach, private consumption accoun-
ted for an estimated 61% of output in 2011.

4
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and the results for the best model, based on the reported sta-
tistics, are shown in equation 1.

real _GDP =0.681014real _GDP _US +0.001131air_arrivals —

(8.930073) (2.694389)

—-0.771236 FDI _ BAH

(~3.262680)
R?*=0.943641 R?=0.928271 DW =1.703817

Note: t-statistic values are in parenthesis. All are significant
at 5% level.

All of the variables had the a priori signs, with the excep-
tion of FDI _ BAH. Further analysis of the negative value for
the FDI _ BAH coefficient, led to the theorythat due to the high
correlation between FDIand imports (almost 90%) an increase
in FDIwould initially retard growth due to its positive effect
onimportsand hence negative impact on GPD.'"* Asthe R*and
R? values show, the model is a very good fit for real_GPD over
the period 1997 to 2011, accounting for 94.3% and 92.8%, re-
spectively, of the movement in the real_GPDseries.

The next step involved disaggregating the annual real_GPD
series into quarterly data, utilizing the Chow and Lin (1971)
procedure. This technique was chosen based on the work con-
ducted by Abeysinghe and Lee (1998), who noted that disag-
gregated GDP series based on the Chow-Lin (C-L) procedure
produced superior estimates when compared to series, which
were generated solely from univariate techniques.

According to Abeysinghe and Rajaguru (2004), the meth-
odology used stems from the procedure developed by Chow
and Lin (1971). The basic idea is to find GDP-related quarterly
series and determine a predictive equation by running a re-
gression of annual GDP on annual values of the related series.

' These results were also found to be insensitive to lagged values for
FDI.

7 The real GDP series for 1997 to 2011 was obtained from the De-
partment of Statistics and is based on the latest estimates, which
were rebased in 2010.
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The quarterly figures of the related series were then utilized
to predict the quarterly GDP figures.'

The econometric software package RATS® was employed to
generate theresults based on the C-L procedure.” For the pur-
pose of this exercise, we used specific settings, based inter alia
onthe assumption thatalinearrelation exists between the vari-
ables and that the quarterly real GDP series sum to the annual
values. Following the work of Frain (2004), we used a value of
pthat was sufficiently large to ensure that the estimate con-
verges, in this case 0.95%. Since the procedure disaggregated
the data to ensure that real GDP summed to the annual GDP
series, and seasonal factors such as changes in tourism sector
output alsoimpacted the estimates, quarterly changes in real
GDP were estimated based on the formulashown in Equation 2:

real _GDP, —real _GDP,_,
7 %100
real _ GDP

qt—4

B Areal _GDF,, =

Accordingtothe quarterly estimates,* the Bahamian econ-
omy has experienced three recessions® since 1997, with the lat-
estbeginningin2008Q3 and endingin 2009Q3 -thiswas also
the longest and most severe recession based on the estimates.

4.3 Results: Nonperforming Loans
4.3.1 Long-run Results

To explore the effect of the explanatory variables on nonper-
formingloans, the VAR methodologywas employed. In the ini-
tial step, we tested the variables for the order of integration,

®

See Appendix B for a derivation of the Chow Lin methodology.
RATS uses two procedures to disaggregate series into a higher
frequency, the Chow-Lin and Dissagregate procedures; however,
given the parameters specified in the model, both techniques
produced very similar results.

% See Appendix A, Table A.3.

! Defined as two consecutive quarters of economic contraction.
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i.e., whether or not they were stationary, using the Philips-
Perron (PP) test. As expected all of the interest rate variables
were integrated of order zero I(0), as well as INF_BAH, air_ar-
rivals_BAH and FDI_BAH, while the other variables were 1(1).
Due to the limited number of observations and large number
of regressors, an OLS model was first estimated and the signif-
icant explanatory variables in the model were determined by
the general to specific methodology. Variables which were not
significant in the regression were dropped as noted by their
p-values at the 5% level of significance. Equation 3 shows the
results for the optimal model estimated.

P NPL= 2,060 +0.162349 P_credit _ BAH —

E (4.217336)* (9.46589)*

—1.858177real _GDP

(~5.239256)*

R*=0.748462 R*=0.733666 DW =0.520262.

The variables which proved to be significant in the model
were P_credit_BAH, and real _GPD.?? The variables were then
placed in a VAR framework and tests for cointegration con-
ducted.?” Given that all of the variables in Equation 3 were
I(1), the maximum number of cointegrating vectors can be
k—1where kis the number of variables in the model. Then, we
conducted a Johansen cointegration test to determine the
number of cointegrating vectors, optimallaglength and type
of cointegrating equation, as determined by the Schwartz cri-
teria. Table A.4 presents the results of the cointegration test
(Appendix A). Sequential tests using different lag pairs were
conducted and the test which produced the smallest value of
the Schwartz information criterion (SIC)* was used to select

22 The results of the Durbin-Watson statistic show that there is first
order serial correlation in the model; however this was eliminated
when two lags of the dependentvariable are included in the model.

# See Verbeek (2000) for a detailed description of the VEC methodo-
logy.

# Due to data constraints, only six lag pairs were tested.
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the model specification, and number of cointegrating equa-
tions. Based on the results of the test, avector error correction
(VEC) model with one cointegrating equation, lag pairs 1to 2,
and model specification intercept and no trend was estimat-
ed. Equation 4 shows the results for the long-run model. As ex-
pected both the real_GPDand P_credit_BAH variables had the
correctsign. The coefficient of the real_GPDsuggestsagreater
effect on P_NPL from an increase than for P_credit_BAH and
both coefficients were significant at the 5% level.
P_NPL, ) =7,240.770-4.798655real _GDF,_, +

g DV Gesa) (-5.239256)

+0.477958 P _credit _ BAH

(10.1763) -1)

4.3.2 Short-run Results

Table A.5 (Appendix A) shows that the short-run modelwhich
normalized onthe P_NPLvariable had avalid error correction
term (i.e., negative and significant), which showed that the
cointegrating relation between the variables was valid. Then,
we conducted a Granger causality/block exogeneity test to de-
termineiftheselected endogenousvariables should be treated
asexogenousand theresultsindicated thatall of the variables
should be treated as endogenous.*

In orderto explore the short-run dynamics of the system, for
each ofthevariablesin the system* we generate some general-
izedimpulse-response functions. These functions measure the
time profile of the effects of shocks at a given pointin time on
the (expected) future values of variables in a dynamic system
and are insensitive to the ordering of the variablesin the system.

Based on the results for the accumulated responses over a
three year (12 quarters) period (Figure A.2, Appendix C), an
innovation or positive shock to real_GPDequal to one standard
deviation, ceteris paribus, resulted in a persistent reduction

* See Table 6 (Appendix A).
% See Pesaran and Shin (1998).
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in the P_NPLvariable. Meanwhile, a shock of similar relative
magnitude to P_NPLhasan almostidentical effect on real_GPD.
Thisresultisnot surprising for The Bahamas, given that over
the period estimated, the growth in GDP was accompanied by
increased levels of employmentand mostlikely generally higher
salaries, since a significant portion of the population receive
salaryincreaseswhen new unionagreementsare reached. This
therefore provided greater scope forindividuals to obtain and
repay new loans, based on several criteriaincluding theirlevel
of compensation. Inaddition, itisworth noting thata positive
one standard deviation innovation to P_credit _ BAH resulted
inanincreasein P_NPLover time; however, a positive shock to
P_NPLresultsin adecreasein P_credit_ BAH over time.

The analysis appearstosuggest that thereisafeedbackrela-
tion between the real_GPDand P_NPL, or that output growth
tendstoreduce NPLS over time, and thatincreasesin NPLS also
appear to have a retarding effect on real GDP -the effects are
rathersmallinitiallybutincrease rapidly over time. A positive
shock of one standard deviation to quarterly output reduces
NPLSbyamere $16 million in the first quarter; however, the ac-
cumulated impactisapproximately $76.5 million by the end of
the first year and goes to over $400 million by the end of third
year, or approximately 40% of NPLS at end-December 2011.
Similarly, aone standard deviation innovation to NPLSreduces
real GDP by onlyan estimated $24.9 million in the first quarter,
and thisrapidlyincreasesto $93.2 million by the end of the first
year and by the end of the third year, the value of the accumu-
lated responses is $343.5 million, equivalent to 5% of 2011’s
total GDP. In addition, one standard deviation positive inno-
vation to private sector credit appears to have weaker positive
effect on NPLS, resultinginan increase in NPLS of $5.2 million
by the end of the first quarter and this rises to $33.7 million by
the end of the first year and the accumulated responses reach
$249.2 million by the end of the 12" quarter. In contrast, aone
standard deviationincrease in NPLSappears to have anegative
effect on private sector credit, with the exception of the first
period, when creditrises by $11.1 million, but then declines by
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a total of $94.0 million after year one and by an accumulated
response of $866.3 million by year three.

The results appear to be relatively robust, as the replace-
ment of P_NPLwith ratio of NPLS to total private sector loans
(P_NPL_RATIO), as the dependent variable, produced similar
accumulated impulse response profile.?” In addition, with the
exception of the positive relation between shocks to private sec-
tor credit and NPLS, the results for the P_NPL model are gen-
erally consistent with those observed by otherauthorssuch as
Nkasu (2011), and Espinoza and Prasad (2010). Note, for the
former that an adverse shock to GDP growth for a panel of 26
advanced countries causes an increase in the ratio of NPLS to
totalloans, whileanincrease in NPLS tends to slow GDP growth.
Moreover, Nkasufound anegative relation between NPLSand
private sector credit, as defined by the ratio of private sector
credit to GDP.Similarly, asreportedin Section 2, Espinozaand
Prasad noted that the high non-oil GDP growth reduced the ra-
tio of NPLSto total loans foramodel of six countries GCC coun-
tries, while an increase in the NPL ratio tended to reduce GDP
growth. Further, the authors found that higher NPLS tended
toreduce credit growth and vice versa.

5. CONCLUSION AND POLICY IMPLICATIONS

The paperanalyzed the trends noted in commercial banks ar-
rears and nonperforming loans over a ten year period based
on quarterly data. It then provided an analysis of the impact
of key economic indicators on non-accrual loans in the bank-
ing system, to determine whether there was a feedback effect
on economic growth from anincrease in NPLS.

The tests show that based on the results of the regression,
which conform to similar findings noted by other authors,
growth in economic activity tends to lead to a reduction in
NPLS in both the short-and long-run; however, there was also
afeedback effect from NPLS to real GDP.

77 See Chart 5 (Appendix C).
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Fromapolicy perspective, the resultsimply that policy mak-
ersshould implement countercyclical policy measures, aimed
atreducing the potential forasignificant build up in NPLS dur-
ing periods of economic downturnas this could slow the pace of
asubsequent economicrecoveryover time. Further, the analy-
sissuggests that the authorities could seek ways of restraining
creditgrowth overthelong-term, although the direct effects on
NPL from an expansion in this variable are weaker than those
obtained from shocks to output in both the long- and short-
run. Finally, the study indicates that economic growth in the
economy could reduce NPLS over time and this most likely re-
flects the effect of growth on employment and business condi-
tions and hence borrowers’ ability to repay loans.

However, itis worth noting that the results are preliminary
and the quarterly GDP series calculated serves only as a proxy
to GDP obtained using more robust data collection methods.
Finally, the span of the dataseriesisstill quite shortat 10 years
and onlyincludesthree recession periods, based on the results
of the C-L disaggregation. A longer time series could assist in
strengtheningthe results orreveal otherimportantrelations.

Appendices

Appendix A
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Table A.2

VARIABLE NAMES AND EXPECTED SIGNS
Endogenous variable: private sector nonperforming loans (P_NPL)

Order of
Expected  integration

Exogenous variables Regressors signs (PP test)'
Weighted average interest rate WAIR_BAH + 1(0)
on loans and overdrafts
Average loan value /cost ratio COM_RATIO +/- 1(0)
(commercial) L_TO_C
Average loan value /cost ratio RES_RATIO_ +/- 1(0)
(residential) LTO_C
Credit to the private sector P_CREDIT_BAH + I(1)
Inflation INF_BAH + 1(0)
Air arrivals AIR_ARRIVALS - 1(0)
Foreign direct investment FDI_BAH - I(1)
Real GDP US REAL_GPD_US - I(1)
Real GDP Bahamas REAL_GPD - I(1)
Private sector nonperforming P_NPL N/A 1(1)

loans

Source: The Central Bank of The Bahamas.
! Philips-Perron test, with significance at 5% level.

Figure A.1
DISAGGREGATED REAL GDP RESULTS FOR THE CHOW-LIN MODEL
Millions
of dollars Percentages
2,500 7 - 10
E - 8
2,000 - 6
B -4
1,500 -2
B - 0
1,000 L 9
B - -4
500 L -6
B - -8
0 T T T T T T T T T T T T T T T T T T T 710
2222233022222 2
IS~ I~ 0 @ © © — &N 60 & F 1o © O > 0 DD DS ~
228288888 ¢<¢ <
— — — — [o) BN BN BN | oN o o (o) BN BN | o o o (o) BN BN |
— Real GDP - = = % changes (year-on-year)

Source: Author’s calculations.
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Table A.5

VECTOR ERROR CORRECTION MODELS

R‘Z
Adjusted R?

A(P_NPL) A(REAL_GPD) A(P_CREDIT_BAH)
-0.130540* -0.064857 -0.101304
-0.938736* -0.411608 -0.637971

-0.428427 -1.102832* -1.017267

0.241532* 0.194829 0.909926*

0.225546* -0.618311 0.618514*

0.094391 —-0.094393 0.387471%
—-0.098694 0.156464 0.441436*
0.558116 0.569969 0.632216
0.459920 0.474407 0.550486

Serial correlation Im test (p-value= 0.7820)
Jarque-Bera normality test (p-value = 0.9534)
White test for heteroskedasticity (p-value = 0.4395)

Notes: All variables except for the error terms (ECT_) are in first differences A.
* Indicates significance at 5% level.

Table A.6

VECTOR ERROR CORRECTION
GRANGER CAUSALITY,/BLOCK EXOGENEITY TEST

Dependent variable: A (P_NPL)

2

Excluded xX Durbin-Watson P-value
A (REAL_GPD) 9.536548 2 0.0085*
A (P_CREDIT_BAh) 1.936261 2 0.3798
All 17.017610 4 0.0019*

Dependent variable: D(REAL_GPD)
A (P_NPL) 6.983435 2 0.0304*
A (P_CREDIT_BAH) 2.240443 2 0.3262
All 8.711221 4 0.0687°
Dependent variable: D(P_CREDIT_BAH)

A (P_NPL) 2.351879 2 0.3085
A (REAL_GPD) 23.92296 2 0.0000°
All 24.48301 4 0.0001*

Note: " indicates Granger causality at 5%and 10% level, respectively.
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Appendix B

As outlined by Abeysinghe and Rajaguru, The fundamental
equation for Chow-Lin disaggregation of nannual GDP figures
to 4n quarterly figures is:

j=Xp +ve'(cve') ' a,

B, =| xc(cvery’ CXT xc(cve)y,
1
0

o . . . . . . ... 1111

j isthevector of disaggregated quarterly GDP figures, Y, isthe
observed nx1vector of annual GDP figures, Xis a 4nxk ma-
trix of k predictor variables, Visa 4nx4n covariance matrix
of quarterly error terms, u, ,u, =9, —Xaﬁa isan nx1 vector of
residuals from an annual regression of GDP on predictor vari-
ables, (Xa = CX) where Cis an nx4n aggregation matrix (or
anaveraging matrixif multiplied by 0.25),and f, isa kx1 vec-
tor of generalized least squares (GLS) estimates of regression
coefficients derived from an annual regression.

C-L presented two forms of the vector V. The simpler one
is the case where u, is white noise in which case Vis diagonal
and the GLS estimator reduces to OLS. In this case, the second
term on the RHS of equation 1 amounts to allocating 1/4 of
the annual residual to each quarter of the year. The second
formistoassume that u, follows an AR(1) process of the form:

u, = pu, | +¢, |p| <1 and g, ~ i.i.d.(O, of), which case Vhas the
form:

1 ,D ,02 4n-1
V _ 02 p 1 p 4n-1
p4n—1 1
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By extending the monthly-quarterly case considered by ¢-1to
the quarterly-annual case equation 8 can be used to estimate
p from the annual estimate p :

8| pu=

(p7+2p6+3p5+4p4+3p3+2p2+ p)
(2p3+4p2+6p+4) '

Appendix C

Figure A.2

GENERALIZED ACCUMULATED IMPULSE-RESPONSE FUNCTIONS
(millions of dollars)

ACCUMULATED RESPONSE OF REAL_GDP ACCUMULATED RESPONSE OF P_NPL TO
TO GENERALIZED ONE S.D. P_NPL GENERALIZED ONE S.D. REAL_GDP
INNOVATION INNOvATION
01 0
_"0 -
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-100 4
-150 A =200
-200 4 -300 -
250 |
300 =400
-350 +—1/—"F—F—7—"7—7"—"7"—"7— S+
1 2345 6 78 9 101112 12345678 9 101112
ACCUMULATED RESPONSE OF ACCUMULATED RESPONSE OF P_NPL TO
P_CREDIT_BAH TO GENERALIZED ONE S.D. GENERALIZED ONE S.D. P_CREDIT_BAH
P_NPL INNOVATION INNOVATION
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Figure A.3

GENERALIZED ACCUMULATED IMPULSE-RESPONSE FUNCTIONS
USING RATIO OF NPLS TO TOTAL LOANS (P_NPL_RATIO)

ACCUMULATED RESPONSE OF REAL_GDP ACCUMULATED RESPONSE OF
TO GENERALIZED ONE S.D. P_NFL_RATIO P_NPL_RATIO TO GENERALIZED ONE S.D.
INNOVATION REAL_GDP INNOVATION
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Loan Pricing Following a Macroprudential

Within-sector Capital Measure
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Abstract

This paper investigates the consequences on loan spreads of a within-
sector macroprudential capital measure in Brazil. Due to concerns
related to a possibly too fast and unbalanced expansion of the auto-
loan sector, regulatory capital was raised for auto-loans with specific
long maturities and high r1vs. Our results show that Brazilian banks,
after the regulatory measure, increased spreads charged on the same
borrower for similar auto-loans whose regulatory risk weights have
increased. In comparison to the set of untargeted loans, the increase
was at least of 13%. On the other hand, evidence on increase of spreads
also for loans whose risk weights have not been altered is not robust.
Finally, this paper shows that the later withdrawal of the regulatory
capital measure was associated, similarly, to lower spreads charged
on auto loans whose risk weights have decreased. Nevertheless, when
measured relatively, this reduction in spreads was smaller than the
original increase.

Keywords: bank capital requirement; macro prudential measure; auto loans;
loan spreads
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