The Relation Between Credit
and Business Cycles

in Central America
and the Dominican Republic

Francisco Ramirez

Abstract

This study provides evidence of therelation between credit and real activity in
Central America and the Dominican Republic (DR). The link between credit
and real activity is addressed for the case of a group of developing countries
with limited financial markets where bank credit is the main source of exter-
nal finance for the private sector. We compile information of credit to the pri-
vate sector and the aggregate economic activity for Costa Rica, El Salvador,
Honduras, Guatemala, Nicaragua and the DR. The data is analyzed using
simple statisticaltools (Granger causality tests and spectral analysis) toiden-
tify stylized facts on the credit-activity relation. We find a positiverelation be-
tween credit and real activity in frequencies associated to business cycles for
all countries. The credit-economic relation in cycles lasting 10 or more years
seems relevant in Costa Rica and the DR. There is evidence suggesting that
credit precedes economic activity at business cycles frequencies in Costa Rica,
ElSalvador, Honduras, Nicaragua andthe DR. Excluding Nicaragua, this
pattern is observed also in cycles over eight years for mentioned economies.
In case of Guatemala thereis no evidence of statistical precedence of credit to
economic activity.
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1.INTRODUCTION

Since the beginning of the international financial crisisin 2007-2009
there hasbeenarenewedinterest onthelinkages of financial markets
and the real economy, as well as its implications towards the design
of monetary policy. In particular, there is a surge in macroeconom-
icliterature relating credit and business cycles and the role of cred-
it shocks on economic dynamics, both theoretical and empirical.

Ontheempiricalside, new evidence hasbeen collected ontherole
of the creditin different periods of expansion and recession gener-
allyassociated to business cycle frequenciesin advanced economies
(Helblingetal., 2010; Zhu, 2011; Busch, 2012; Chen etal., 2012; and
Claessens et al., 2011), emerging economies, and recently in Latin
America (Gémez-Gonzalez et al., 2013).

The purpose of thisstudyis to provide evidence of the relation be-
tween creditand realactivityin Central Americaand the Dominican
Republic (hereafter DR). We addressthe empirics of the link between
credit and real activity for the case of a group of developing coun-
tries with limited financial markets where bank credit is the main
source of external finance for the private sector. There has been a
rise on empiricalliterature analizing this phenomenain developed
and emerging countries, but with little attention to small develop-
ing economies. This paper seeks to fill that void in the literature.

Toreachthatgoal,Icompileinformation on credit to private sec-
torand fromaggregate economic activity for CostaRica, ElSalvador,
Honduras, Guatemala, Nicaraguaand the DR. The dataisanalyzed
using simple statistical tools to identify stylized facts on the credit-
activityrelation. First, Itely on cross correlations and Granger cau-
sality tests to learn about the statistical relation between these time
series and how the facts fit with conventional theories of credit-ou-
put linkages. In a second stage, spectral analysis decomposition
techniques are used to explore the link between credit and activity
indifferentfrequencies. Thatis, I estimate and classify by the order
ofimportance the type of cycles that best characterize each time se-
riesand inquire on which frequency the relation is verified. This is
relevant because, according to macroeconomic theory, credit has
animportantrole onrealfluctuationsat business cycles frequencies
(Kiyotaky and Moore, 1997; Bernanke et al., 1999; among others),
meaning that credit and economic activity data must show a high
covariance in these frequencies.
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Interms of the results, the study has mixed findings for the coun-
tries under analysis. First, I find a positive relation between credit
andrealactivityin frequencies associated to business cycles (thatis,
cycles between 1.5 and 8 years) for all countries. Second, the credit
and economic relation in cycles lasting 10 or more years seems rel-
evantin CostaRicaand the DR. Third, there is evidence suggesting
that credit precedes economic activity at business cycles frequen-
cies in Costa Rica, El Salvador, Honduras, Nicaragua and the DR.
Excluding Nicaragua, this pattern is observed also in cycles over
eightyears for mentioned economies. In case of Guatemala thereis
no evidence of statistical precedence of credit to economic activity.

Therestofthe documentis organized as follows. Section 2 resumes
the main theories of credit cycles and its implications for real eco-
nomicactivity;italso discussesrelated empiricalliterature. Section
3 provides adescription of dataand the empirical analysis. Section
4 states concluding remarks.

2. LITERATURE REVIEW

2.1 Theory

Theresearch’sinterest ontherole of credit cycles on economic fluc-
tuationsislong-standing. Different theories compete on what kind
of relation exists and if credit plays a passive or active role in the
generation of real cycles. For example, Hayek (1929) stated that re-
cessions are the result of credit cycles. A credit boom reduces inter-
estrates and increases investment relative to savings. The increase
in aggregate demand, given the higher levels of consumption and
investment pushes up consumer prices, making consumer goods
more profitable than producer goods, and in consequence, shifts
investment from producer goods to consumer goods, and eventu-
allyleading to recession.

Anotherauthorwho places creditin the core of economic fluctu-
ations is Minsky (1982). He has a theory associated with large busi-
ness cycles (more than fiveyears) and relates financialinnovation to
periodsofsteady growth that encouragerisk taking. In other words,
changesin financial markets are responsible for the economic con-
ditions in the medium term. The mechanism implies that an over-
heating economy will induce a tightening of monetary policy and
will eventually cause arecession.
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Recentresearch highlightstherelevance of thelinkages between
credit and assets prices. Brunner and Meztler (1990) incorporate
the credit market to the IS-LM model, and show that credit and as-
set price shocks are relevant sources of business cycle fluctuations.

Contemporarymacroeconomic theories of creditaddress the rela-
tion between financial marketsand the real economyat business cycle
frequencies, highlighting market imperfections such asasymmetric
information between agents as well as other financial frictions. Ac-
cordingto this approach, the credit market play the role of a propa-
gation mechanism of business cycles when the economyis affected by
shocks (Kiyotaki,1998; Kocherlakota, 2000). In other words, in this
literature the credit and financial markets have a peripherally role
that, given financial frictions, they are amplifying mechanisms of
macroeconomic fluctuations. The most popular mechanism of this
typeisthefinancialaccelerator developed by Bernanke etal. (1999)
who establish that, due to imperfectinformation in credit markets,
fluctuations in asset prices affect agent’s net worth and therefore
influences on its borrowing, investing and consuming capacities,
bringing more volatility to the economy. This mechanism has been
applied to open economies and emerging markets by Céspedes et
al. (2004), and Caballero and Krishnamurthy (1998).

2.2 Empirical Literature

Recent empiricalliterature on the relation between credit and eco-
nomic activity focuses on the role and weight that financial shocks
have played on the Great Recession for developed countries, theirim-
portance explaining global business cycles and lessons from emerg-
ing markets experience dealingwith real effects from financial crisis.

Helbling et al. (2010) analyze the role of credit shocks on glob-
al business cycles for the G7 economies. Using a VAR methodology
they conclude that in business cycle frequencies, credit has much
impact as productivity in explaining economic activity for this spe-
cificgroup of economies, that put together, account for almost 40%
of the global economy.

Claessensetal. (2011) studyin detail the interaction between busi-
ness and financial cycles using a database of 44 countries for a peri-
odthatspansb0years. They enumerate severalinteresting findings
aboutrecessions. First, financial cycles are often more pronounced
thanbusiness cycles, with deeper and more intense downturns than
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recessions. Second, recessions accompanied with financial disrup-
tions tend to be longer and deeper than other recessions. In partic-
ular, recessions associated with house price busts last significantly
longer than recessions without such disruptions, especifically by
some 1.5 quarters onaverage. Third, recessions with credit crunches
and house price busts result in significantly larger drops in output
and correspondingly greater cumulative output losses (more than
four percentage pointsin case of house price busts) relative to those
without such episodes. Recessions accompanied with equity busts
are also associated with significantly larger output declines than
recessions without the busts, although the typical cumulative loss
insuch arecession is somewhat smaller than in those recessions ac-
companied with a credit crunch or a house price bust.

Similar to howfinancial disruptionsareassociated with longerand
deeperrecessions, soarerecoveries associated with credit or house
price booms shorter and associated with stronger output growth.
Thespeed ofrecoveryisalsofaster for those episodesassociated with
financial booms. Recoveries with financial booms are not necessar-
ilyaccompanied with rapid growth on financial variables, reflecting
the persistance of financial downturns duringrecoveries. These re-
sultsindicate that changes in asset prices tend to playa critical role
in determining the duration and the cost of recessions as well as on
the strength of recoveries.

The study of credit-output relation distinguishing types of fre-
quencycycleshasbeen explored forthe United Statesand euroarea
economies. Chenetal. (2012) useamultivariate unobserved compo-
nents modelwith phaseshifts toanalyze theinteractions of financial
variables and output. They find that longer-run and business out-
putcyclesare correlated with assets prices, interestrates and credit.
However, Zhu (2011), using time and frequency-domain methods,
examinesthe credit-outputlinkand concludes that the cyclical rela-
tion between the twovariablesisweakin the United States, relatively
weakinJapan, andstronginthe euroarea. For Latin America, Reyes
etal. (2013) analyze the problem of interest and find that creditand
activity cycleswith duration between 1.25 toless eightyearsare more
volatile than medium size cycles (8 to 20 years) in Colombia, Chile
and Peru. In terms of causation, they document that credit precedes
activity, being negative in the case of short term cycles and positive
in medium term GDP fluctuations.
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3. DATA AND EMPIRICAL ANALYSIS

3.1 Data

This study uses monthly data to loans to the private sector by the
banking system as a measure of aggregate credit, and uses produc-
tion and economic activity indexes as an indicator of GDP or real
economicactivity. Datasourcesinclude the central banks of Central
Americaand the Dominican Republic aswell as the macroeconomic
database of the Consejo Monetario Centroamericano.

The choice of these datasets is based on two reasons. First, since
the financial sector in these countries is basically the banking sys-
tem, and there is no data available on internal finance or corporate
bond markets, the analysis restricts the definition of credit solely to
loansto the private sector. Second, monthlydatais used because GDP
time series in some of the countries are not available with enough
observations (Nicaragua) or exist only on an annual basis (Hondu-
ras); but for each of these countries there is a monthly measure of
production or economic activity that I use for convenience. Howev-
er, despite our gains from using this data, the sample sizes are not
the same for all countries.

Finally, all series are seasonally adjusted and deflated by the CPI
of each country. Figure 1 displays the evolution of logs of real private
sectorloansandreal economicactivity.The first prominent featureis
thesubstantial covariation betweenrealloansand economicactivity
for all countries despite the differences in variability around trend
behavior. Except for the DR and Nicaragua, where loan series show
sharp trend movements relative to real activity, all other countries
show aloan trend behavior similar to the trend of the real activity.

Table 1 analyzes more closely the statistic regularities between
bothseries. It provides somesstatistics for the series ofannual growth
of realloans and economic activity indexes.

Overall, real loans tend to grow at higher average annual rates
and displays more volatility than economic activity, with the excep-
tion of El Salvador. Real loans grow at rates that double the growth
of economic activity in Costa Rica, Guatemala and the Dominican
Republic; are nearly 1.3 times in the case of Honduras; and are rela-
tively equivalent in Nicaragua and El Salvador.
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DESCRIPTIVE STATISTICS OF ANNUAL GROWTH RATES
Percentages

Economic activity

index Real loans
Standard Standard
Countries  Average deviation Average deviation Sample
Costa Rica 4.7 3.8 9.7 10.5  Jan. 1992 - Dec. 2012
El Salvador 1.3 483 1.0 3.7  Dec. 2002 - Dec. 2012
Honduras 5.2 4.4 6.9 7.8  Dec. 2002 - Dec. 2012
Guatemala 3.3 3.1 7.1 6.5  Jan. 1996 - Dec. 2012
Nicaragua 3.2 4.4 3.5 10.1  Jan. 2007 — Dec. 2012
Dominican g g 3.9 9.2 14.7  Jan. 1992 - Dec. 2012

Republic

WhenIexamineacommonsample, 2007-2012, the period includ-
ing the international financial turmoil, excluding Guatemala and
the DR, there are nosubstantial changesin the behavior of observed
series. Inthe case of Guatemala, real loans become more volatile rel-
ative to activity and the DR shows the opposite behavior.

3.2 Empirical Analysis

3.2.1 Cross Correlation in the Time Domain

Inthissectionlanalize therelation betweenrealloansand economic
activity using cross correlation analysis. Cross correlation is a com-
mon tool of empirical analysis in macroeconomics, and consists of
estimating the correlation coefficients of an Xvariable with leads
and lags of a Yvariable. That is, the sample cross correlation coeffi-
cient of order kbetween Xand Yis:

C 7y(R)
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where y,, (k) is the cross covariance between Xand ¥, and 7,,(0)
(yyy (O)) is the variance of X (V).

If the coefficient of cross correlation is positive, it is said that X
and Y are procyclical, and if it is negative they are countercyclical.
Also, ifalarge correlation is observed with the k-th lag of X, that is
corr(x,_;, y,), thenitissaid that Xleads Y, or that the past values of
Xgive information of present values of Y. On the other hand, if the
maximum correlation is verified with the k-th lead of X, I conclude
that Xlags Y.

The computation of cross-correlation coefficients assumes that
the series are stationary, so I compute the coefficients using the an-
nualrates of growth of realloansand economicactivity. Inaddition,
Ireporttheresultswhen the cross correlations are computed using
Hodrick-Prescott filtered series. Table 2 shows the results for each
country specifying how sample sizes vary between them.

CROSS CORRELATIONS
Maximum correlation, number of months
leading(+) or lagging(-) real loans

Country Growth rate  HP filtered Sample
Costa Rica 0.33(+11) 0.31(-3) Jan. 1992 - Dec. 2012
El Salvador 0.56(+5) 0.39(+5) Dec. 2002 - Dec. 2012
Honduras 0.52(+2) 0.36(+5) Dec. 2002 - Dec. 2012
Guatemala 0.26(0) 0.17(0) Jan. 1996 — Dec. 2012
Nicaragua 0.45(+10) 0.30(0) Jan. 2007 — Dec. 2012

Dominican Republic 0.44(+6) 0.45(+2) Jan. 1992 - Dec. 2012
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According to Table 2, real loans evolve procyclically with eco-
nomic activity; however, it does not seem to be a variable that leads
the economic activity. When correlations are calculated using the
rates of growth, loans lags economic activity almost one year in the
case of Costa Rica and Nicaragua, and between two to six months
in ElSalvador, Honduras, and the DR. On the other hand, in Guate-
mala it seems to be a coincident variable, but with a low coefficient.

Results donot change when filtered variables are used instead of
the rates of growth. Only in Costa Rica past values of loans give in-
formation on present values of real activity, it does so with a three
month lag. In other countries loans lag economic activity by five
months, and they are coincidental in Guatemala and Nicaragua.

In conclusion, cross correlation analysis suggests a relation be-
tween the variables, but evidence indicates that real loans is a vari-
able driven by economic activity. Nevertheless, one characteristic
of our loan data is that it is composed of both new loans and also
amortization, implying that the growth does not reflect exclusively
the granting of new loans.

To further clarify the relation between real credit and activity, I
perform an analysis of statistical precedence. Table 3 shows Grang-
er causality tests among real loans and activity annual growth rates
with differentlags. Granger test points out thatrealloans precede the
behavior of activityin the DR, Guatemalaand Nicaragua, and shows
mixedresultsinthe case of Honduras. No evidence of Granger cau-
salityis found in Costa Ricaand ElSalvador.

3.2.2 Credit and Activity in the Frequency Domain

In this section I analyze the Relation using spectral analysis. There
are differenttheoriesregardingtherelation of creditand economic
activitydepending of the horizon on which therelationisanalyzed.
For example, as mentioned in the section 2, Misky (1982) establish-
es that financial innovations lead to relative large cycles of steady
growthandinducerisktaking, delivering aspiral of credit thatends
inarecession. Inthis case, one must expect that creditand econom-
ic activity are tightly correlated in frequencies associated to cycles
with a duration of 5 to 10 years.

Frequency or spectral analysis consist in the decomposition of
variability (in case of one variable) or covariability (in case of two or
more variables) in different frequencies. Thisapproach would shed
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GRANGER CAUSALITY TEST

Lags
Countries H, 2 4 8 12 24

Costa Rica Cr—»Y 0.66 0.38 1.17 1.23 1.18
Y -+ Cr 0.07 0.85 1.49 1.31 1.12
El Salvador Cr -» Y 0.48 0.34 0.89 0.91 1.39
Y -» Cr 2.12 1.12 1.23 1.26 1.66*
Honduras Cr—=»Y 2.05 3.00° 1.99° 2.08° 1.64°
Y- Cr  4.50° 2.20° 1.50 1.62¢ 1.81°
Guatemala Cr-»Y 2.04 0.81 0.69 1.77¢ 1.15
Y - Cr 0.09 0.39 0.86 0.82 1.33
Nicaragua Cr-»Y 0.54 1.02 1.70 1.822
Y -» Cr 0.48 0.39 0.93 1.38
Dominican (Cr—» Yy 14.10¢ 10.45¢ 5.952 5.13¢ 2.25¢
Republic " 400 1.80 163  1.67 1.16

Note: - does not Granger cause. Hy is rejected at * 1%, * 5%, and © 10 percent.

lightontheideaofwhetherthe evidence of correlation between the
two variables happens solely because of the duration of the cycle
thatitisanalyzed on.

Wefirst proceed showing an univariate analysis through the esti-
mation of the periodogram, whichisatoolthatdescribeshow much
variation of the series is accounted by the frequencies related with
each cycle. With this information, I visually explore if the distribu-
tion of variance across frequencies of each series shows any type of
correspondency. Next, I formalyanalyze the covariability of both se-
riesusingbivariate analysisin frequency domain, through the com-
puting of the coespectrum, the quadrature and the coherence, each
one gives anidea of the comovement of both series by frequency. Fi-
nally, Granger causality testin frequency domain is done by the test
proposed in Breitung and Candelon (2006).
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3.2.3 Univariate Analysis

Following Hamilton (1994), the sample periodogram or estimated
spectral density can be expressed as:

A 1 ][ L ’
3] sy(a)]) :%—T{{;yl cos[a)j(t—l)ﬂ [;yl sm[a)j(t—l)ﬂ },

where T'is the samplesize, and ; =27 j/T denotes the frequency,
and each frequencyisassociated to a specific period 27rj/a)j =T/j.
The number of cycle components (j)is bounded by cero and 7/2.
Figure 2 shows the periodogram of the annual rate of growth real
loans and economic for each country. The number of cycles is lim-
ited by the sample available. For Costa Rica and the Dominican Re-
public the longer cycle last almost 21 years, while in Guatemala, El
Salvador and Honduras last 17 and around 10 years, respectively.
Finally, Nicaraguahastheshortestsample (2007-2012), then its lon-
ger cycle last six years.

For all countries, most part of the variance of both series is con-
centrated at frequencies of 18-month cycles or more. Neglecting Ni-
caragua, nonegligible proportions of the variance of realloansand
activityisverified tobeinfrequencies over 96 months. Anotherreg-
ularity for these countriesisthatthe distribution of cyclesinside the
range classified as business cycle frequenciesis far from symetric. In
fact, relative large business cycles with at least 3.5 years of duration
dominate the distribution. This pattern is present on all countries,
exceptin Guatemala, whereagreat part of the variance of economic
activity growth is in frequencies of two-year cycles.

Judging for the amplitude of periodograms, credit cyclesare more
volatile and persistent than economic activity cycles, a pattern that
is observed mainly at very low frequencies. Finally, credit cycles do
notshowimportant cyclesatfrequencies higher than business cycles,
that means cycles in frequencies below 18 months.

Summarizing, the analysis of individual periodograms suggest
thatbothseries concentrate high levels of variabilityin frequencies
associated to business cycles, and the distribution of the variabil-
ityinside this type of cycles varies significantly across frequencies.
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PERIODGRAMS OF REAL LOAN AND ECONOMIC ACTIVITY INDEX,

BY COUNTRY
COSTA RICA EL SALVADOR
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Notes: Periodgrams are computed using the annual rates of growth of both variables
and conditional to the sample available for each country. The area between bars
shows frequencies asociated with business cycles (cycles of 18 to 96 months or 1.5 to
8 years), where the upper limit is given by L (cycles of 96 months) and the lower limit
is given by H (cycles of 18 months).
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3.2.4 Bivariate Analysis

Similar to cross correlation analysis, I can compute ameasure of the
bivariate relation between realloans and economic activity rates of
growthbyfrequency, andidentifythe cycleswhere thesevariablesare
most related to each other, if theyindeed are. Following Hamilton
(1994), the equivalent in spectral analysis of cross correlation is the
crossspectrumwhich, in the case of twovariables, canbe defined by:

n Sx ( ]) Qﬂk Z "(k) —zwk’

=—T+1

where ¢=+-1 and }/(k) is the covariance function at lag k, which is
given by:

B 7o' =7" = (v —E(x))(3 E(y))-

The cross spectrum can be rewritten in terms of two important
measures: the co-spectrum and the quadrature that are expressed
in equations 7 and 8 as:

n sx),(w):cxy (a))+i.qu (»),

1 !

o (0)=— y;k)cos(a)k),
’ 27 T "
3| 4y (0)= 2 N Tl%ﬁf) sin(wk).
=T+

The cospectrum gives anideaoftherelation of x and y ina phase,
thatis, the covariation in a determined type of cycle. Quadrature,
meanwhile, providesinformation on the linkages out of phase. With
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these measures, I can construct the coherence that summarizesthe
strength of correlation between two time series at selected frequen-
cies.Inotherwords, coherenceindicates the percentage share ofthe
variance between twotime seriesataparticular frequency. Equation
9 shows how to compute this indicator:

[ (@)] +[gy(0)]

5y (@) (@)

9] Jiny (@) =

Asumingthat s, and s,, aredifferentfromzero, and theseriesun-
deranalysisare stationary, the coherenceisbounded byzeroand one.

Figure 3 shows the estimated coherence for each countries. Ac-
cordingtothe coherence, the correlation varies significantlyacross
frequency. In business cycle frequencies (between 1.5 to 8 years) the
credit-economic activity relation is high (over 0.5) for El Salvador,
the Dominican Republic,and CostaRicainlessdegreein Guatemala
and Honduras,and notrelevantin the case of Nicaragua. For Guate-
malaand Honduras, credit-activity relation seems to be important
in cycles over 10 years, a pattern also observed in the DR and Costa
Rica; however, it is not different from business cycles frequencies.
Finally, although the series were seasonally adjusted, correlation on
frequencies below 1.5 years was found to be important.

Particular attention is given to what coherence is shown in fre-
quencies associated to business cycles, for its implication in terms
of monetary and macroprudencial policy issues. We can identify
that correlations are important in cycles between 1.5 to 3 years of
length, linked to what is known as a monetary policy horizon, for
Costa Rica, Honduras, Guatemala, Nicaragua, and the DR. On the
other hand, Costa Rica and El Salvador display high covariability
ofthe mentioned variables for cycles lasting four to five years, while
for Guatemala, the DR, and Honduras, for business cycles lasting
nearly 10 years.
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COHERENCE
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Notes: The coherence is computed using the annual rates of growth of both variables
and conditional to the sample available for each country. The area between bars
shows frequencies asociated with business cycles (cycles of 18 to 96 months or 1.5 to
8 years), where the upper limit is given by L (cycles of 96 months) and the lower limit
is given by H (cycles of 18 months).
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3.2.5 Granger Causality Test in Frequency Domain

Insection 2Ishowed the results of the statistical precedence test be-
tween credit and activity, finding evidence for the DR, Guatemala,
and Nicaraguaandinlesser extent for Honduras. Now, Ianalyze the
statistical precedence by frequencythrough the Grangertestversion
of Breitung and Candelon (2006). The methodology consists in esti-
mate abivariate VAR using creditand economic activityindex, where
the order of the lagis obtained by the AIC criteria. Thatis,

m @(L)Y; =&,

where Yi= [activityt, creditt] isatwo dimensional vector with creditand
economicactivity; ®(L) =I1-0,L—-...-0 I isalagpolinominal of
order2x2,and g, isavector of structuralinnovations with E(st )=0

and E(g,¢/)=2 asthe positive definite variance-covariance matrix.
Assumingthe stationarity of the bivariate process, the moving-aver-
age representation is given by:

m Y, ZCD(L)TL,

where 7, = Bg, is the vector of reduced form residuals and B is a
lower diagonal matrix of the Cholesky decomposition BB=x".
O(L)=6(L)"' B! represents the reduce form coefficients that can
be partitioned as:

m Balt) (]

(DQI (L) (DQQ (L)

Based on 12, the spectral density of activity is:

m factivity = QL”{‘Q)H (e_iw )‘2 + ‘@12 (e_iw )r }
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From 13, Breitung and Candelon (2006) proposed the following
measure of Granger causality:

Mcredil—mclivily (CO) = IOg 1+

where the null hypotesis is that @y (e_i‘” ) =0, meaning that credit
does not cause activity at frequency . The evaluation of the pro-
posed hypotesisis based ona Wald test for each frequency. Figure 4
display the results with the Wald statistic critical value for each fre-
quencyrepresented by the dotted horizontal line.

Granger test results suggest that the relation of causation from
credit to activity is restricted to certain types of cycles. For Costa
Rica, El Salvador, Honduras, Guatemala and the DR there is evi-
dence that credit granger causes activity in cycles over eight years.
Also, this pattern is observed in business cycle frequencies for the
previously mentioned countriesand Nicaragua. In the case of Gua-
temala, I do not find evidence of granger causation in frequencies
associated with cycles between 1 and 4 years. In Honduras and El
Salvador creditis relevant to explain future values of activity, both
in short cycles between 1.5 to 3 years and relatively large cycles of 6
to 8years. Finally, in the DRand Nicaragua credit seems to precede
activity across frequencies linked to business cycles.
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4. CONCLUSION

Thisstudyaddresses therelation between creditand economic activ-
ityin Central Americaand the Dominican Republic. Using time and
frequencydomaintechniques, it exploresthelinkages between the
credit cycles and economic activity cycles. As a proxy of credit, this
paper usesaggregate loans to the private sectorinreal terms and as
a proxy of economic activity the economic activity index, both vari-
ables in monthly frequency.

Ifound that real loans and economic activity display different
types of cycles, standing out those known as business cycles (1.5to 8
years) and low frequency cycles. There is evidence of a positive rela-
tion between creditand real activitygrowthinfrequenciesassociated
to business cycles for all countries with the exception of Nicaragua
with correlation coefficients below 0.5.

According to the coherence, which measures the correlation by
frequencyamong creditand activity, I foundthat for Costa Ricaand
the DR this correlation is important in frequencies with cycles last-
ing 10 or more years.

Using a frequency version of Granger test, I identified evidence
suggesting that credit precedes economic activity business cycles
frequencies in Costa Rica, El Salvador, Honduras, Nicaragua and
the DR. Excluding Nicaragua, this patternisobserved alsoin cycles
lasting over eight years for these mentioned economies. In case of
Guatemala there is no evidence of statistical precedence of credit
to activity.

ANNEX

Replication Codes

Matlab Procedure to Compute Periodograms and Coherence
based on Hamilton (1994) Chapters 6 and 10.

clear all; close all; clc;

DATOS;

X =x—mean(x);

y=y-mean(y);

T=length(x);

t=(L:T)’;
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=T/ 2);
w=2%pi*j /T;
alpha=zeros(1,length(j));
delta=zeros(1,length(j));
a=zeros(1,length(j));
d=zeros(1,length(j));
forj=1:length(j)
alpha(j) = (2/T)*(sum(y.cos(w(j)*(i-1))));
delta(j) = (2/T)*(sum(y.*sin(w(j)*(t=1))));
a(j)=(2/T)*(sum(x.*cos(w(j)*(t-1))))
d(j) = (2/T)*(sum(x.*sin(w(j)*(t-1))))
%Periodogramas
sy(j) = (T/(8*pi))*(alpha(j) 2+ delta(j)A2);
sx(j) = (T/(8%pi)) () 2+ d()"2);
% Coespectro

)
’

exy(j) = (T/(8*pi))*(a(j)*alpha(j) + d(j)*delta(j));

%Cuadratura

qxy(j) = (T/(8*pi))*(d(j)*alpha(j) +a(j)*delta(j));

end
h=1;
m = (~h:h);
k= ((h+1-abs(m))/(h+1)"2);
Sy =sy’; sX = 85X '; CXy = CXy’; Xy = QXY ’;
syr=zeros(1l,length(w));
sxr=zeros(l,length(w));
cxyr=zeros(l,length(w));
gxyr=zeros(l,length(w));
for r=h:length(w)—-(h+1);
syr(r) =k*sy(r—(h-1):r+ (h+1),1);
sxr(r) =k*sx(r—(h-1):r+ (h+1),1);
cxyr(r) =k*cxy(r—(h-1):r + (h + 1),1);
gxyr(r) =k*qxy(r—(h-1):r+ (h+1),1); end
forj=1:length(w)
%Coherencia
hxy(j) = (cxyr()A2 + qxyr(1)A2)/(syr(i) sxr(j));
%Gain
R(j) = (exyr(j)A2 + qxyr(j)"2)N0.5;
%Phase
Q(j) = (-atan(gxyr(j) /exyr (i) /w(j):

end
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result= [sxr’ syr’ cxyr’ qxyr’ hxy’ R’ Q’w’];
figure
subplot(2,2,1), plot(w,sxr);
title(‘Spectrum X’)
subplot(2,2,2), plot(w,syr);
title(’Spectrum Y’) subplot(2,2,3),
plot(w,cxyr);
title("Co-spectrum XY”)
subplot(2,2,4), plot(w,qxyr);
title("Cudrature XY’)
figure
subplot(3,1,1),
plot(w,hxy);
title("Coherence XY’)
subplot(3,1,2), plot(w,R);
title("Gain XY)
subplot(3,1,3), plot(w,Q);
title("Phase XY”)

Matlab Functions for Granger Causality Test by Frequency
based on Breitung and Candelon (2006)’s Gauss codes
(Modified to consider specific types of cycles according
to sample size)

Important: This function is a Matlab version of Breitung and Can-

delon (2006) ’s Gauss codes availables on their websites. Copyright

J. Breitung and B. Candelon.

%INPUT: Y Txk matrix of data.
%1st column: Target variable
%?2nd column: Causing variable
%p number of lags
%OUTPUT: G 314 x 2 matrix where the 1st column contains
%frequencies and 2nd column: Wald test statistics
%This function compute the test function [wald] =granger(y,p,w)
[n,k] =size(y);
xstar =y(3:n,2)-2%cos(w)*y(2:n-1,2) +y(1:n-2,2);
x=horzcat(y(p:n—1,:),y(p—1:n-2,3));
if p>2;
i=1;
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while i<p—2;
x=horzcat(x,y(p—1-i:n-2-1,1));

ifk>2;
x=horzcat(x,y(p—1-i:n-2-1,3:k));
end
i=i+1;
end
end
i=1;
while i<=p—2;
x=horzcat(x,xstar(p—1-i:n—2-1));
i=i+1;
end

x=horzcat(x,ones(n—p,1));
[el,e2] =size(x);
depvar=y(p+1:n,l);
b=inv(x’*x)*x *depvar; u=depvarx*b; sig2 =u’*u; sig2 =sig2 /
(n-p-e2); varb =sig2*inv(x’*¥x); ind = vertcat(2,(k + 2));
wald =b(ind)’*inv(varb(ind,ind))*b(ind);
end
%This function uses the previous function
%to calculate the test for multiple frequencies.
function [wald,wstar] =tfreq(y,p)
T=length(y); t=(1:T)’;
j=T/2);
wstar =2%pi*j /T;
wald =zeros(314,2);
wstar=0.01;
=Lk
while wstar<3.14;
wald(j,1) =wstar;
wald(j,2) = granger(y,p,wstar);
wstar=wstar+0.01;
j=i*
end
end
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