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PREFACE

ince 2005 CEMLA’s central banks have conduc-

ted joint research activities to bolster economic

research on topics of mutualinterest. Annual or
multiannualjointresearchactivities have been deve-
loped in the following topics: 1) Estimation and use
of nonobservable variablesin theregion; 2) The deve-
lopment of dynamic stochastic general equilibrium
models; 3)The transmission mechanism of monetary
policy; 4)Economic policyresponsestothefinancial
crisis; 5)Inflationary dynamics, persistence and price
and wage formation; 6) Capital flows and its macro-
economic impact; 7) Asset pricing, global economic
conditions and financial stability; §) Monetary policy
and financial stability in small open economies; 9)
Monetary policyand financialstability; 10) Internatio-
nalspillovers of monetary policy; 11)Monetary policy
and financial conditions; 12) Households’ financial
decisions;and I3)Inflation expectations: Their mea-
surement and degree of anchoring.

In 2014, CEMLA’s central banks decided that they
would conduct a joint research on Monetary policy
and financial stability. The jointresearch group orga-
nized their discussionaround three general questions:
I)How does monetary policyaffect financial stability?;
2)How should the monetary authority incorporate fi-
nancial stability considerations?; and 3) How does in-
ternational financialintegration constrain monetary
policy and prudential regulatory policies? The docu-
ments collected in this book provide answers to some
aspects of these questions.

CEMLA coordinated this joint research with par-
ticipation of researchers from the central banks of
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Bolivia, Brazil, Dominican Republic, Guatemala, and
Mexico. Research work was supported by webinars of
academicspecialists, virtual meetings where research
progresswas presented, aworkshopat CEMLA, and pre-
sentations at the XIXMeeting of the Central Bank Re-
searchers Network of the Americas. The documents
thatintegrate thisbookrepresentamemoir of the work
donebythis group of researchersanditgivesananaly-
sisof differentaspects of theinteractions of monetary
and financial stability. Thisbook, inline with CEMLA’s
objectives, promotes a better understanding of mon-
etary and banking matters in Latin America and the
Caribbean.

Alberto Ortiz Bolanos
Economic Research Manager
Center for Latin American Monetary Studies
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Introduction

Alberto Ortiz Bolatios

inancial instability can have devastating conse-

quences on economic activity, price stabilityand

the monetary policy transmission mechanisms.
This is hardly news for Latin America and the Ca-
ribbean that have an unfortunate history of financial
struggles that has led to a widespread inclusion of an
explicit financial stability mandate in many central
banks. Given the prevalence of this financial stability
mandate, policy making could benefit from a better
understanding of the monetary policy-financial stabi-
lity nexus. This book presents efforts made through
jointresearch among central banks’ economists of the
Americas to advance in this front.

According to Ingves et al.,' there are three main
reasons why central banks should have a prominent
role in the design and implementation of financial
stability policy: I)financialinstabilityaffects the mac-
roeconomic environment; 2) central banks, in their
role of lenders of last resort, provide liquidity that
could be important for financial stability; and 3) cen-
tralbankshaveacomprehensive understanding of the
financial system required to design and implement

! StefanIngves etal., Central Bank Governance and Financial

Stability, Study Group Report, BIS, May, 2011.
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macroprudential policies. Although there is an agreement of this
relevantrole that monetaryauthorities should have, we stillneed to
advance on the determination of how central banks should contrib-
ute to financial stability.

During the last decade, an increasing number of countries have
strengthened prudential policies in response to financial stability
concerns. Those prudential policies aim to I)reinforce the solven-
cy and control the leverage of financial intermediaries; 2) contain
liquidity risks; 3) limit risk associated with unexpected changes in
interest and exchange rates; and 4) reduce negative externalities
that could be magnified by the interconnectedness of financial in-
termediaries. Despite theirincreasing use, analysis of the efficiency
of these risk-containing prudential policies and their interaction
with monetary policyis an understudied area. Also, thereisaneed
tobetter understand the country-level specifics of the monetary pol-
icy-financial stability interactions in order to explore the potential
benefits of regional policy coordination.

This book has seven chapters that give insights on different is-
suesrelated to monetary policy and financial stability. The first two
look at the effect of changes in monetary policy on the credit sup-
ply in Bolivia and Guatemala, respectively, and the differentiated
effect depending on the banks’ characteristics. The third one stud-
iestherelation between creditand economic activityin Costa Rica,
the Dominican Republic, El Salvador, Honduras, Guatemala, and
Nicaragua, findinga positive relation. The fourthresearch analyzes
the determinants of banks’ capital buffers in a sample of 456 Latin
American and Caribbean banks. The fifth describes mechanisms
on how financial conditions interact with monetary policy to deter-
mine macroeconomic outcomes withina DSGE model estimated for
the USA. The last two papers analyze the effects of foreign exchange
(FX) interventions in Brazil and Mexico. The sixth paper compares
the effectiveness of the different types of interventions that those
two countries have, while the seventh paper uses realized volatility
asaninstrument to measure the average effect of adollar sell or buy
on the Brazilian exchange rate.

Belowwe posethree organizing questions on therelation between
monetary policyand financial stabilitythat guided thejoint research
work and describe each chapter in more detail.

2 A. Ortiz



1. How Does Monetary Policy Affect Financial Stability?

Monetary policyimpacts financial stability throughits effect on asset
prices and on financial markets’ risk taking and lending decisions.
The asset price channel refers tohow monetary policy stance affects
pricesinthe stock, bond, derivative, real estate, and exchange rate
markets. The risk-taking channel refers to how relatively low levels
ofinterestratesmayinduce financialimbalancesasaresult of reduc-
tionsinrisk aversion and a more intensive search for yield by banks
and otherinvestors. The lending channel refers to how the monetary
policy stance could impact credit supply by modifying financial in-
termediaries’ sources of funding.

The first and second chapters advance our understanding on
these transmission mechanisms including the quantification of
their importance.

The first paper, titled “Does Monetary Policy Affect Bank Lend-
ing?: Evidence for Bolivia,” was written by Oscar A. Diaz Quevedo
and C. Tatiana Rocabado Palomeque from Banco Central de Boliv-
ia. In this chapter they use panel data with generalized methods of
moments (GMM) and fixed effects toshow that changesin monetary
policy, measured by the net balance of monetary regulation bonds,
have direct effects over credit supply. In addition, they show that
smaller and undercapitalized banks reduce relatively more their
lending in response to an increase of monetary bonds.

The second paper, titled “What Microeconomic Banks Data Tell
Us about Monetary Policy Transmission and Financial Stability in
Guatemala?,” waswritten by José Alfredo Blanco Valdés from the Su-
perintendenciade Bancosde Guatemalaand Héctor Augusto Valle
from Banco de Guatemala. In this chapter they use a panel data of
the 18 banks operating in the financial system to show that there is
transmission of monetary policy, which is heterogeneous depend-
ing on the liquidity, capitalization and size of banks. The transmis-
sion mechanism is weakened by the excess liquidity, the portfolio
dollarization, the size of the banks, and the way the reserve require-
ment is computed.

Inaddition, thereis aneed to better understand the interdepen-
dence between credit cycles and business cycles and the long-term
relation among credit, financial stability, and economic growth. The
third paper, titled “The Relation between Credit and Business Cy-
clesin Central America and the Dominican Republic,” was written
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by Francisco A. Ramirez from the Banco Central de la Republica
Dominicana. In this chapter he uses Granger causality tests and
spectral analysis to identify a positive relation between credit and
economic activity in Costa Rica, the Dominican Republic, ElSalva-
dor, Honduras, Guatemala, and Nicaragua. Exceptfor Guatemala,
the author finds that credit precedes the business cycle in all coun-
tries, with eight-year cycles for CostaRica, the Dominican Republic,
ElSalvador, and Honduras.

Also, understandingthe financialintermediaries’ leverage cycles
and the procyclicality of creditis key to comprehend the dynamics of
aggregate credit. The fourth paper, titled “Bank Capital Buffersand
Procyclicality in Latin America,” was written by Oscar A. Carvallo
from CEMLA and Leslie A. Jiménez, while she was also at CEMLA. In
thischapter theyuse information of 456 Latin American and Carib-
bean banksfrom 18 countries and a two-step system GMM estimator
to analyze the determinants of banks’ capital buffers. GDP growth
is negatively related to capital buffers giving evidence that banks
reduce their capital buffers during economic expansions. Bank’s
size is also negatively related to capital buffers, while profitability,
expected losses, and market power are positively related.

2. How Should the Monetary Authority Incorporate
Financial Stability Considerations?

With the global financial crisis, a consensus emerged among world’s
central bankers about the importance of including financial stabil-
ity considerations when making monetary policydecisions. Thisled
toalivelydiscussion on how central banks should contribute to con-
trol systemic risk. There were positions that suggest monetary poli-
cyshould focus oninflation stability, while macroprudential policy
addresses financial stability. Others claimed that monetary policy
should take into account its broad effects on financial stability. In
addition, monetary policyshould consider thatits effectivenessisaf-
fected by the financial cycle. This debate also includes the question
ofwhicharethe benefits and costs of anintegrated framework where
the central bankisin charge ofimplementing macroprudential reg-
ulation along with monetary policy, versus an alternative structure
where policies are executed by separate institutions.

There are many standing questions on how monetary policy
should incorporate financial stability considerations as:1) how
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macroprudential regulation effectiveness can be altered by the
stance of monetary policy; 2) how price control credibility could be
jeopardized bya centralbank’s commitment to financial stability; 3)
which toolsshould accompanyafinancial stability mandate; 4)which
are the arbitrage opportunities generated by the joint implementa-
tion of different prudential policies; 5) how can macroprudential
regulation modify the monetary policy transmission mechanisms;
and 6) how both types of policies interact in normal times and in
times of financial stress.

Thefifth chapter of thisbook, titled “Targeting Long-Term Rates
in a Model with Financial Frictions and Regime Switching”, a col-
laborative work by Alberto Ortiz Bolafios and Sebastidn Cadavid
Sanchez from CEMLA and Gerardo Kattan Rodriguez from Tec-
nolégico de Monterrey, try to provide some answers to these ques-
tions. The authorsuse measures of the term premium calculated by
Adrian, Crump, and Moench?to perform Bayesian estimations of a
Markov-switching vectorautoregression (MS-VAR) modeland a Mar-
kov-switching dynamic stochastic general equilibrium (MS-DSGE)
macroeconomic model with financial frictions in long-term debt
instruments developed by Carlstrom, Fuerst, and Paustian (2017)*
to provide evidence on how financial conditions have evolved in
the USA since 1962 and how the Federal Reserve has responded to
the evolution of term premiums. Using the estimated model, they
perform counterfactual analysis of the potential evolution of mac-
roeconomic and financial variablesunderalternative financial con-
ditions and monetary policy responses. They analyze six episodes
with presence of high financial frictions and /or medium and high
shocks volatility. In three of them there was a high monetary poli-
cy response to financial factors: 1978Q4-1983Q4 which helped to
mitigate inflation at the cost of economic activity, and the 19900Q2-
1993Q4 and 2010Q1-2011Q4 episodes in which the high response
served to mitigate economic contractions. Meanwhile, in the three

? Tobias Adrian, Richard K. Crump, and Emanuel Moench, “Pricing
the Term Structure with Linear Regressions,” Journal of Financial Eco-
nomics, Vol. 110, Issue 1, October, pp. 110-138, 2013, <https://doi.
org,/10.1016 /j.jfineco.2013.04.009>.

Charles T. Carlstrom, TimothyS. Fuerst, and Matthias Paustia, “Targe-

ting Long Rates ina Model with Segmented Markets,” American Economic
Journal: Macroeconomics, Vol. 9, No. 1, January, 2017, pp. 205-242.

Introduction 5



episodes where low response to financial factors is observed, if the
monetaryauthority had responded more aggressively, from 1971Q1-
1978Q3 it could have attained lowerinflation at the cost of lower GDP,
from 20000Q4-2004Q4 it could have delayed the GDP contraction to
2002Q3, but this would have been deeper and inflation larger, and
in 2006Q1-2009Q4 it might had precipitated the GDP contraction.
The presence of high financial frictions and high shock volatility
makes recessions deeper and recoveries more sluggish showing the
importance of the financial-macroeconomic nexus.

3.How Does International Financial Integration Constrain
Monetary Policy and Prudential Regulatory Policies?

The process of financial integration has been speeding up and cre-
ating interlinkages within Latin America and the Caribbean and
between the region and the rest of the world. One goal of this joint
research was to understand and measure the mechanisms through
which these interlinkages impact domestic financial variables.

Thesixth paper, titled “Two Models of FX Interventions: The Cases
of Braziland Mexico,” waswritten by Martin Tobaland Renato Yslas
from Banco de México. Inthischaptertheyuse aVARwith short-run
restrictionsto empirically compare the effectiveness of FXinterven-
tionsin Braziland Mexico under inflation targeting regime. Brazil
hasamodel of regular discretionaryinterventions with anet dollar
purchase bias, while Mexico has a model of sporadic rule-base in-
terventions with a net dollar sell bias. The authors show that: 1) FX
interventions have had a short-lived effect in both countries; 2) the
Brazilian model entails higherinflationary costs;and 3)inresponse
toaFXintervention shock, Banco de México raises the interest rate
immediately, while the Banco Central do Brasil response appears
with afour-month lag.

The seventh paper, titled “Realized Volatility as an Instrument
to Official Intervention,” was written by Jodo Barata R. B. Barroso
from Banco Central do Brasil. In this chapter he proposes a novel
orthogonality condition based on realized volatility to perform
parametric and nonparametric instrumental variable estimations
of the effects of FX interventions. By exploiting the information of
full records of BRL/USD spot transactions intermediated by the fi-
nancial institutions and the actual spot intervention policy of the
Banco Central do Brasil, he shows that the average effect of a one
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billion dollars sell (buy) intervention is close to 0.51% depreciation
(appreciation). In addition, he shows that the estimates are robust
tononlinearinteractions, with 0.48% depreciation for dollar buyin-
tervention and 0.57% appreciation for dollar sell intervention. Also,
he presents evidence in the 0.31% to 0.38% range when controlling
for derivative operations.

There are many remaining topics to be understood in the rela-
tion between monetary policy and financial stability. We hope that
theseinitial studies focused on Latin Americawill contribute to ad-
vance our understanding and will help central banks to fulfill their
price stability mandate while they continue to include financial sta-
bility considerations.

Introduction 7






Does Monetary Policy Affect

Bank Lending?
Evidence for Bolivia

Oscar A. Diaz Quevedo
C. Tatiana Rocabado Palomeque

Abstract

This paper explores the existence of a bank lending channel for Bolivia. The
estimates used panel data through GMM and fixed effects model. The results
show that changes in monetary policy have direct effects on the banks’ loans
supply, because increases in the securities’ supply lead to reductions in loan
growth. Moreover, interactions size and capital of entities with variable mon-
etary policy would reflect the existence of different bank’s reactions.

Keywords: monetary policy, lending channel, GMM.

JEL classification: E5, G21.

1.INTRODUCTION

nalysis of monetary policy transmission mechanism is one of

the majorareas ofresearch in macroeconomicliterature and

is of particularinterest to central banks. Aproper assessment

of such mechanisms allows for understanding and anticipating the
impact of monetary conditions on the real economy.

Thebanklending channelrecognizesthe existence ofimperfect

information in financial markets and assigns an active role to bank

The authors are both officials of the Banco Central de Bolivia. The opinions ex-
pressed in this paper are those of the authors and do not necessarily reflect the
views of the Banco Central de Bolivia. For all correspondence: <odiaz@bcb.gob.
bo> and <trocabado@bcb.gob.bo>.



loan supplyin the transmission of monetary policy. In this context,
arestrictive monetary policy reduces lendable funds, the supply of
loansfromthe bankingsector, and forcesagentsthat depend on this
type of funding to decrease their investment spending. The effec-
tiveness of thismechanism canvaryamongstbanksaccordingto the
level of access they have to other sources of funding. As Bernanke
and Gertler (1995) and Hubbard (1995) point out, the credit chan-
nel is complementary and not a substitute for the traditional chan-
nel (interest rates channel) of monetary policy.

Analyzing and testing the existence of a bank lending channel
in Boliviaisimportant given the dependence on bank credit of cer-
tain segments of the population and the large share of deposits in
thestructure of bankliabilities. Moreover, the significant process of
de-dollarization of the economyallowed for enhancing the effective-
ness of monetary policy. Nevertheless, the literature is still scarce,
whichiswhy this paperaims to offer empirical evidence on the topic.

Kashyap and Stein (1995, 2000) and Ehrmann (2003) exploit the
cross-sectional heterogeneity and behavior of time series to iden-
tify the effects of a monetary policy shock on the loan supply of the
Bolivian banking system for the period 2005-2013. This type of cal-
culation offers differentiated responsesaccordingto the character-
istics of banks, identifying those thatare mostaffected. The findings
show that monetary policy has the capacity to directly affect bank
loan supply (directlending channel). Moreover, interactions of the
banks’ size and capital variables with the monetary policy variable
would reflect different reactions; that is, smaller, less capitalized
banks would reduce their loans to a larger degree in response to a
tightening of monetary policy.

The paper consists of seven sections. Section 1 contains the intro-
duction. Section 2 gives a brief summary of the theory of monetary
policy transmission mechanisms and, in particular, the bank lend-
ing channel. Section 3 presents some stylized facts on the monetary
policy regime and the main characteristics of the banking sector
in Bolivia. Section 4 summarizes the most important results of the
empiricalresearch.Section 5 describes the modelused in the paper
and presents the econometric methodology. Section 6 contains the
results of the model for the case of Bolivia. Finally, Section 7 con-
tains the conclusions.

10 O. Diaz, T. Rocabado



2. CONCEPTUAL FRAMEWORK

One of the functions of central banks is monetary policy manage-
ment with the principal objective of maintaining price stability. In
recentyears, they have also conducted actions toward financial ac-
tivityand preserving financial stability. Itis therefore important for
a central bank to identify whether the monetary policy tools it em-
ploys caninfluence the activity of the real sector, affecting aggregate
demand and inflation through so-called transmission channels.

Mishkin (1996) identified four transmission channels of mone-
tary policy: Theinterestrate channel, the credit channel (composed
of the broad credit channel and the bank lending channel), the ex-
change rate channel and assets price channel.'

The interest rate channel (money channel) represents the tra-
ditional approach of monetary policy and suggests that when the
central bank implements a contractive monetary policy the money
supplydecreases (exchanging securities for bank reserves) with the
resultingincreaseinnominaland reallong-term interest rates (the
impact of monetary policy on interest rates is produced under the
assumption that prices arestickyin the short-term). Higherinterest
rates lead to a reduction in current investment and consumption,
causing a contraction of aggregate demand, which affects output
and prices.

Beanetal. (2002) establish the existence of the following compo-
nentsintheinterestrates channel: ¢)highrates, and therefore high
capital costs, lead to higher required rates of return for an invest-
ment projectand reduced investment spending, b)anincreaseinin-
terestrates changes the pattern of consumption, thatis, the impact
of restrictive monetary policy can be broken down into a substitu-
tion effectand anincome effect, the formeris negative given that the
increase in interest rates reduces the price of future consumption,
while the latter depends on consumers’ netasset positions, and ¢)in
the case of a floating exchange rate regime, movements in interest
rates cause exchange rate volatility, affecting price competitiveness
and, therefore, net exports.

The interest rates channel assumes that financial intermediar-
ies do not play any special role in the economy. Aggregate demand

! A broad discussion of monetary policy transmission channels can be

found in Mies et al. (2004). Only the first two are addressed below.
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modelsusuallydownplaytheimportance of the role played by finan-
cialintermediaries given that bank loans are grouped together with
other debt instruments in a bond market. Money on the other hand
is given a special role in the determination of aggregate demand.
Bernanke and Blinder (1988) show that the traditional interest rates
channel rests on at least one of the following three assumptions: a)
loans and bonds are perfect substitutes to borrowers, b)loans and
bonds are perfect substitutes to lenders, or ¢)commodity demand is
insensitive to the loan rate.

However, Bernanke and Gertler (1995) show empirical evidence
that the interest rates channel was not successful in explaining large
changesin output and aggregate demand, giving rise to the produc-
tion of alarge body of literature that attempted to identifyand quan-
tify other transmission mechanisms.

At the end of the eighties, the link between credit and output be-
gan to become important because it was observed that given the ex-
istence of asymmetric information, financial intermediaries played
an important role in supplying credit, considerably affecting aggre-
gate demand. Since then a series of studies has emerged explicitly
analyzing how the effects of monetary policy could be amplified and
propagated in the face of changes in the different agents’ financial
conditions. This type of model belongs to the so-called credit chan-
nel theory, which starts by rejecting the hypothesis that bonds and
bank loans are perfect substitutes. Nevertheless, this should not be
understood asanindependentor parallel transmission channel tothe
traditional one, but rather as a set of factors that amplify and propa-
gate conventional effects of changes in interest rates (Bernanke and
Gertler, 1995).

In particular, there are two mechanisms through which the cred-
it channel can operate: The broad credit channel (the balance sheet
channel) and the bank lending or narrow channel (Bernanke and
Gertler, 1995). The main idea of the balance sheet channelis that, in
the presence of imperfect capital markets, asymmetric information
between lenders and borrowers creates a gap between the cost of in-
ternal and external financing for borrowers. A restrictive monetary
policythat raisesrealinterest rates reduces borrowers’ net cash flow,
therebyweakeningtheirfinancial position. Raisinginterestratesalso
lowersthevalue ofassetsthatactasguaranteesand, consequently, re-
duces the ability of borrowers to obtain financing. In both cases the
net value of a firm decreases, and being inversely related to the cost

12 O. Diaz, T. Rocabado



(premium) of external financing, for a certain amount of required
funding, the firm’s spending and activity decline (limiting its bor-
rowing possibilities).

The second mechanism focuses on bankloan supply: Changesin
monetary policydonotjustaffect theinterestratesonloansgranted
bybanks, butalso on their ability to supply new loans. In particular,
arestrictive monetary policythatimpliesanincreaseinreservesre-
quirement for banks generates afallin available bank depositsand
creates a need for obtaining alternative sources of funding in or-
der tomaintain the volume ofloans. If such fundingis scarce or un-
available, banks are forced to reduce their supply of loans, having
anegative impact on the planned consumption and investment of
borrowers that depend on this type of financing (small businesses
and consumers). Thus, competition for the reduced supply of bank
loans mightlead toanincrease ininterest rates with adverse effects
on investment and consumption. The bank lending channel there-
fore amplifies the impact of monetary policy tightening on aggre-
gate demand, giving aspecial role to banks.

Unlike the traditional credit channel, the impact of monetary
policy on the real economy through the balance sheet channel and
thebanklending channel hassignificant distributive consequences.
Banks with different dependency on deposits and businesses with
differentfinancial positions and dependence on bankloansare not
affected in the same way by monetary policy shocks.

The monetary policy transmission mechanism through the bank
lending channel rests on two pillars: The capacity of central banks
toaffectthe bankloansupplyandthe dependence of businessesand
households on bank loans.

a) Monetary policy actions must affect thebank loan supply. Banks can-
not have perfect substitutes for loans nor significant sources
offunding otherthan deposits (externalloansand securities,
among others), thatis, depositsare one of the least costlysourc-
esoffinancing and, consequently, for some banksitwould be
expensive and sometimes impossible to replace lost deposits
with othersources of fundsin order tomaintain the same sup-
ply of loans. Under such conditions, a restrictive monetary
policy reduces the aggregate volume of deposits and affects
bank loan supply. Thus, deposits and bonds must be imper-
fect substitutes for banks.

Does Monetary Policy Affect Bank Lending? 13



The fact that the impact of monetary policy on loan supply also
dependsonthe characteristics of the banking sector should be taken
intoaccount.In general terms, the stronger acountry’s banking sec-
tor, the weaker the expected impact of changes in monetary policy.
Larger and healthier banks are less sensitive to policy changes be-
cause theirreserves can be replaced quicklywith alternative types of
financing. Thus, banksize, market concentration, level of capitaliza-
tionand liquidityare the most commonlystudied factors: Arelatively
small size, weak market concentration and lower levels of liquidity
and capitalization suggest existence of astronger credit channel giv-
enthatbanksare more exposed to market imperfections and would
face more difficulties to obtain funding other than from deposits.?

Anotherimportant factoris ownership structure, given that State
influence, exercised through either direct public ownership of
banks, State control or public guarantees, provides additional fund-
ing possibilities and reduces asymmetric information. Foreign par-
ticipation in the domestic banking system also weakens the credit
channel, as subsidiaries of foreign banks can face lesser funding re-
strictions due to the possibility of obtaining additional financing
from their parent banks.

Kashyap and Stein (1993) argue that theimpact on bankloan sup-
plyalsodependson theregulatoryframework, given thatrisk based
regulatory capital requirements can tie up the capacity ofabank to
grant loans up to the amount of its own funds and restrict credit.
Moreover, the behavior ofloan supply can also be affected by deposit
insurance requirements —the higher the insurance, the lower cus-
tomers’ risk. Alowlevel of risk reduces the cost of deposits for banks
and, therefore, increases dependence on this type of liabilities.

Finally, the speed of monetary policy transmission depends on
loan maturity and the type of interest rate. The larger are short-
termvariablerate loans, the faster loan supply responds to changes
in monetary policy.

b) Theremustnotbeany other alternative source of funding thatis a per-
fect substitute for bank lending. Faced with areduction in the sup-
ply ofloans, borrowers (businesses, households) cannot turn
toothersources of financingwithoutincurring some costs, for

? Financial solvency can also be characterized by loan loss provisions,
operating costs and returns on assets, as well as the number of past

bankruptcies.
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instance, issuing bonds, stocks or turningto other financial in-
termediaries. Thereis evidence that firms, particularly small
ones, depend on banks for financing. They generally lack ac-
cesstobond markets, an effect thatis even more important for
countrieswithless developed capital markets such as Bolivia.
With respect to capital, lower capitalization as compared to
total assets orloansimplies a high bank dependence on lend-
ers and, therefore, a stronger credit channel.

3.STYLIZED FACTS

3.1 Monetary Policy in Bolivia

Inaccordance with Law 1670 of the Banco Central de Bolivia (BCB),
its objective isto ensure the stability of the domestic currency’s pur-
chasing power. To this end, the BCB regulates the liquidity of the fi-
nancial system, mainly through open market operations (OMO) that
affect thevolume of creditand amount of moneyin the economy. The
BCB also establishes mandatory reserve requirements for financial
intermediaries and grantsliquidityloans guaranteed by the Fondo
RAL’to the institutions. Furthermore, repo operations are an addi-
tional source of liquidity.

According to Cossio et al. (2007) the BCB conducts its monetary
policy through an intermediate targeting scheme, fixing limits for
its net domestic credit and a floor for the variation in net interna-
tionalreserves (NIR).* Given thatit is not possible to directly control
the intermediate target, monetary policy actions are implemented
through an operating target, defined as excess financial system li-
quidity, thatis, the amount above legal reserve requirements.

Precisely because of the deepening bolivianization process that
beganinthemiddle of the pastdecade, the current monetary policy
regimeis more effective. Inthe period prior to 2005, when financial
dollarization levels were above 90% and OMO were carried outin US

3

Fund of required liquid assets.
*  Targetsfor NIRallow foranchoring net domestic credit (NDC), providing
the flexibility necessary in the growth of monetary emission, which
in recent years has been explained by economic expansion and the

process of dedollarization (bolivianization) in the economy.
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dollars, decisions to inject liquidity implied losing the scarce NIR
available at that time, limiting their use for offsetting the adverse
effects of economic cycles. This capacity hasnowrecovered and the
BCB is able to inject large amounts of resources when the economy
requires them, suchasatthe end of 2008 and during 2009, inducing
asharpdeclineininterestrates,anincreasein creditand astrenght-
ening of economic activity. The mechanism is also effective under
environments where it is necessary to withdraw liquidity and, sup-
ported by reserve requirements, commissions on external capital
flows, exchange position, provisions, direct securities placement5
and other tools, has allowed for drawing in liquidity and reducing
inflationary pressures without substantially affecting interest rates,
while preserving the strength of economic activity (Figure 1).

3.2 The Bolivian Banking Sector

The banking system performs an important role in the Bolivian
economy. As of June 2014 it accounted for over 50% of the financial
system’s assets® and in recent years has recorded significant growth
initsloan portfolio. The strength of banking system intermediation
activitieswasreflected in higher financialdeepeningindicators, the
portfolio to GDP ratio shifted from 21% in September 2008 to 32%
at the end of 2013. As of June 2014, 31% of the banking portfolio
corresponded toloansgranted to households (consumer and mort-
gage credit) and the remaining 69% to business loans. The 49% of
thelatter percentage funded micro, smalland medium-sized firms.

As for the destination of credit, the banking system constitutes
the main source of financing for labor intensive firms, while large
capital intensive firms obtain funding via external debt. Foreign
directinvestmentis also concentrated in those sectors. Despite the
development of the stock market in recent years, financing of non-
financial firms through this mechanism is still limited. There are

® InOctober 2007, through Directory Resolution No. 108 /2007, the BCB

introduced the direct sale of securities to individuals and legal entities.
% The Bolivian financial system is composed of financial intermediaries
(commercial banks, MSME banks, savings and credit cooperatives,
housingfinanceinstitutions), managers that administer the Integrated
Pensions System, investment fund management associations and
insurance companies. Only commercial banks and MSME banks are

considered in this study.
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Figure 1
EVOLUTION OF OMO
A. OMO BALANCE AND INFLATION
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therefore segments of the population (households and small, me-
dium and micro firms) that depend significantly on bank financing.

Overthelastfewyearsthe number of bankinginstitutions hasre-
mained relatively unchanged. As of June 2014, 13 institutions were
operating in the market, two of which were subsidiaries of foreign
banks (withalessthan 1% share of total banking system assets). For-
eignownershipinthesectorislimited and thereis only one large for-
eignbank, whose capitalisraised in the country, which accounts for
11% of total banking system assets. As of December 2013, there was
justone firsttier publicbank with a 13.4% share of total assets (third
largest bank). The small participation of foreign and public banks
strengthensthe credit channelassaid institutions facelessfunding
restrictions due to the potential supply of additional resources they
areabletoobtain fromtheir parentbanksand the State, respectively.

Asignificant market concentration can generate rigiditiesin the
transmission of monetary policy. AHirschmann-Herfindhal index’
of 1,121 for assets indicates medium concentration, which has de-
clinedinrecentyears and hasfavored the credit channel in Bolivia.
Moreover, the five largest banks’ share of assets, portfolio and de-
positsin the financial intermediation system (institutions that cap-
ture depositsand grantloans) has exhibited adownward trend from
values close to 75% at the start of the decade to values slightly above
65% at the end of 2013 (Table 1).

Since 2010 the banking system has recorded average portfolio
growth of over 20% driven byloansin domestic currencythat, thanks
to bolivianization measures implemented by the BCB in coordina-
tion with the Executive Bodyand the Financial System Supervision
Authority (ASFI), represented around 90% of banks’ total portfolios
in 2013 as compared to 7.5% at the end of 2005. The growing share
ofloansin domestic currency strengthens the credit channel.

The growth of credit was not accompanied by areduction in the
quality of the banks’ assets. On the contrary, the delinquency indi-
cator (default portfolio/gross portfolio) registered historically low

7 The Hirschmann-Herfindhal index is a measure for estimating market

concentration through the relative share ofits participants. The index s
calculated as the sum of the squares of the relative sizes of the variables
used for measuring market structure. An index of above 1,800 classifies
the marketas highly concentrated, between 1,000 and 1,800 moderately
concentrated and below 1,000 unconcentrated.
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BANKS: FINANCIAL INDICATORS

Concentration (assets)

Hirschmann-

Herfindhal index

Share of the five
largest banks

Liquidity
Liquidity/assets

Liquidity/short-
term obligations

Solvency
CAP
Profitability
ROA
ROE
Quality of assets
Delinquency ratio
Bolivianization
Portfolio

Deposits

Source: ASFI.

Percentages
2005 2007 2009 2011 2013
1,416 1,293 1,230 1,155 1,121
75.2 71.9 70.0 68.6 67.3
33.5 39.0 48.9 39.1 37.5
85.6 84.3 98.2 79.4 79.4
14.6 12.5 13.2 12.2 12.7
1.0 2.2 2.3 2.1 1.7
9.9 24.4 27.0 25.4 20.7
11.0 5.3 3.3 1.7 1.5
7.5 19.1 38.7 69.5 87.6
15.6 35.7 47.2 63.5 77.3

levels, below 2% since the beginning of the second halfof 2011. The
portfolio is mostly backed with real guarantees and delinquency is
covered by appropriate levels of provisions, which shows that the
strength of the banking sectoris notassociated witha financial weak-
ening orareduction in asset quality.

Aspointed outinthe conceptual framework section, besides the
two conditions necessary for the existence of a credit channel, itis
also important to take into account that the impact of monetary
policy on loan supply depends on the characteristics of the bank-
ing sector. Liquidity measured in relation to assets and short-term
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obligations increased between 2005 and 2009, but has registered a
downward trend since then. Meanwhile, hedging of short-term ob-
ligations remains at high levels.

Public deposits, mostly in bolivianos, have also exhibited con-
siderable strengthinrecentyears and constitute the main source of
banklending. Between 2005 and 2013 on average they represented
around 90% of bank liabilities (Table 2). The large share of obliga-
tions with the public in bank liabilities significantly increases their
sensitivitytomonetaryshocksand the potential strength of the credit
channel. Thus, banks do not possess or employsources of financing
otherthan deposits, whichis one of the conditions for the existence
and efficiency of a credit channel.

Some of the characteristics of the banking system mentioned
above (the bolivianization achieved, thelarge share of publicdepos-
its in bank lending, the significant dependence of some sectors on
bank funding, the majority share of private national banks) would
indicate that the credit channel could be important in the case of
Bolivia. Meanwhile, banking institutions have different levels of li-
quidity, capitalization and size that could mean monetary policy has
different effects depending on such characteristics.

MAIN BANKING SYSTEM BALANCE SHEET ACCOUNTS
Millions of bolivianos

2005 2007 2009 2011 2013

Asset 32,726 42,851 62,376 78,026 108,829
Liquid assets 3,269 4,937 12,097 15,902 17,314
Financial investments 7,687 11,796 18,375 14,590 23,513
Gross portfolio 21,571 25,758 31,365 46,547 66,621
Default portfolio 2,371 1,378 1,047 773 1,010
Other assets 200 360 539 987 1,382

Liability 29,046 38,729 56,914 71,413 99,927
Obligations with the public 23,488 33,122 49,710 61,898 84,991
Other liabilities 5,558 5,608 7,204 9,515 14,936
Equity 3,681 4,122 5,462 6,613 8,902

Source: ASFI.
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4. LITERATURE REVIEW

Analysis of the credit channel has gained special attention from re-
searchers over the last 25 years. One of the first theoretical and em-
pirical studieswas carried outby Bernanke and Blinder (1988, 1992),
who in their theoretical analysis incorporated banks into the IS-LM
model and then in their empirical research estimated a reduced-
form loan supply equation using aggregate data. They found evi-
dence for the existence of a credit channel when banks are not able
toreplace deposits with alternative sources of financing in times of
contractionary monetary policy.

Stein (1998) proposed theoretical microfoundationsforthe model
of Bernanke and Blinder, taking into account situations where the
structure of bank assets and liabilities is potentially subject to ad-
verse selection problems.

Thefirstauthorsto find evidence for the existence ofabank lend-
ing channel in the microeconomic sphere were Kashyap and Stein
(1995 and 2000). They used the central bank intervention interest
rate as the monetary policy tool and demonstrated that monetary
policyin the United States has heterogeneous effects on the growth
ofbanklending depending on banksize (1995) and liquidity (2000),
thatis, that small banks with less liquidity might have problems for
maintaining their loan portfolio during a monetary tightening.

Based on the abovementioned result, Kishan and Opiela (2000)
found that the impact differs according to the level of bank capi-
talization, thatis, undercapitalized banks have less access to funds
otherthandepositsand are therefore forced toreduce the supply of
loansto agreater degree than well-capitalized banks.

Walsh (2003) also extended the analysis of Bernanke and Blinder.
Hestudied the conditionsunderwhich loansupply could be perfectly
elastic. Hisresults showed thatifloans and deposits are complimen-
taryinthe costs function ofabank, achangeinreserverequirements
thatreduces deposits canincrease the cost of loans, whichleadstoa
displacementin the credit supply function (bank lending channel)
causing areduction in loans.

Alongthesamelines, Ehnrmann etal. (2003) modelled aloan mar-
ketalsoinspired by Bernanke and Blinder. They obtained from the
solution of their modelan equation forbankloans that relates tomon-
etary policy, both directly (viathe money channel) and through the

Does Monetary Policy Affect Bank Lending? 21



characteristics of each bank (the credit channel). The authors used
an explicit demand function for bank loans (that introduce aggre-
gate variables of outputand prices), taking into account that banks
are perceived asrisky, leading banks’ funding sourcestodemand an
externalfinance premium. The results of their model showed thata
bank lending channel has operated in Germany, France, Italy and
Spain, and that lessliquid banks have a greater reaction to changes
in the monetary policy stance, while size and capitalization are not
important.

Worms (2003) reported that the average response of banksin Ger-
many to changes in monetary policy depends on the share of short-
terminterbank depositsin totalassets. Gambacorta (2005) employed
data for Italy and showed that bank size is not related to the impact
of monetary policy and that monetary shocks are weaker for banks
with more liquid assets.

The existence of acredit channel hasalsobeen examined in East-
ern European countries. Pruteanu (2004) detected the existence of
a credit channel for the Czech Republic between 1996-1998, where
capitalization influences the impact of monetary policy. Liquidity
alsoseems tomake adifference with respect to monetary policy, but
only in banks with mostly domestic ownership. Benkovskis (2008)
alsostudied the existence of a credit channel for Latvia. His results
showed that some banks react significantly to a domestic monetary
shock. Nevertheless, thereaction of totallending from allthe banks
was not found to be statistically significant. A domestic monetary
shock has a solely distributional impact, only affecting smaller do-
mestically owned banks with less liquidity and capitalization.

In Latin America, the credit channel was studied by Takedaetal.
(2005). The study was based on adynamic panel datamodel for Bra-
zil; the results of which suggest evidence for a bank lending chan-
nel because reserve requirements affect bank loans. Said impact is
larger for smaller banks, meaning monetary transmission is there-
fore greater as well.

Alfaro et al. (2003) also analyzed evidence on the bank lending
channelin Chile for the period 1990-2002. The authors estimated
an econometric data panel of banks in order to identify shifts in
bank loan supply in response to monetary policy changes. For this
purpose, they constructed an aggregate variable aimed at captur-
ing the main mechanisms behind the bank lending channel. Said
variable is used to estimate a VAR to test whether this transmission
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channelamplifies the impact of achange in the monetary policyin-
terest rate on economic activity. The results showed how the bank
lending channel operated asamonetary policy transmission mecha-
nismin Chile during the period analyzed, and had anindependent
and significant impact on economic activity.

Gomez-Gonzalez and Grosz (2006) attempted to find evidence
foracredit channelin Colombiaand Argentinabetween 1995-2005.
Their results showed that while in Argentina it was not possible to
prove that bank lending represents a factor amplifying the effects
of a monetary policy shock, in Colombia there was evidence for a
bank lending channel and the heterogeneous impact of monetary
policy on credit intermediaries according to capitalization and li-
quidity levels.

Carrera (2011) also studied the existence of abanklending chan-
nel for Peru using bank level data. The results showed that a cred-
it channel has been operating in Peru, but it is not important for
identifying the monetary policy transmission process toward eco-
nomic activity.

In the case of Bolivia, there are only few studies done focusing
onthe theoryand effectiveness of the lending channel. Orellana et
al. (2000) analyzed three monetary policy transmission channels:
Interest rates, exchange rate and credit channel, with VAR models,
variance analysis and impulse-response functions for the period
1990-1999. The results established that the credit channelis the most
appropriateinthe case of Bolivia, given that through it monetary pol-
icy could temporarily and partially change the path of GDP growth.
Furthermore, economic agents’ expectations, the public’s prefer-
ence for cash over deposits, prudential standards of financial regula-
tion and banks’ own corporate policy can affect the credit channel.

Rocabado and Gutiérrez (2009) examined the credit channel as
amechanism of monetary policy transmission in Bolivia. The data
used included banks’ monthly information and other macroeco-
nomicvariables for the period 2001-2009. Panel data was employed
and the generalized method of moments (GMM) was used, taking
into account two monetary policy variables. The results demon-
strated empirical evidence for the bank lending channel when the
monetary policy indicator is the Treasury bill rate in foreign cur-
rency or the Treasury bill rate in housing promotion units. In the
first case, the findings are supported throughinteractions between
bank capitalization and liquidity, while in the second bank size and

Does Monetary Policy Affect Bank Lending? 23



capitalization playan important role. Moreover, when the effective
reserve rate is used as an indicator of monetary policy, there is no
direct credit channelin anyofthe periodsanalyzed, although there
is evidence of anindirect channel through the interaction between
reserve requirements effective rate and liquidity.

5. THEORETICALMODEL AND ECONOMETRIC
SPECIFICATION

The model most used for explaining a bank lending channel in the
economy is that developed by Kashyap and Stein (1995 and 2000)
and Ehrmann etal. (2003). The authors propose asimple aggregate
demand model, where the market for depositsis determined by the
equilibrium between deposits (D) and the amount of money (M),
bothin relation to the interest rate (z) set by the central bank.

M=D=-yz+y,,

where X isa constant and V is the coefficient of the interest rate set
by the central bank.

The bank i faces a demand for loans (L ) which depends positi-
vely on economic activity (y), inversely on the nominalinterest rate
ofloans (7, ) and theinflationrate (7). Apriorithereisno expected
sign for the inflation coefficient:®

E Lj‘l :¢1y+¢2ﬂ_¢3ip

The supply of bank loans z(L; ) isafunction of the amount of mo-
ney (or deposits) available, the nominalinterest rate ofloansand the
central bank intervention rate (z). When a bank uses the interbank
market to obtain resources, the central bank interest rate is the va-
riable that determinesthe opportunity cost of such funds. Theloan
supplyis therefore expressed as follows:

B Li =D, +¢,i; — Pz

8 The theoretical models indicate any sign is possible.
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This model also takes into account that banks have different lev-
els of dependence on deposits, that is, the larger the variable char-
acterizing banks (x;) (size, liquidity or degree of capitalization), the
smaller theimpact ofa changein deposits. Said heterogeneityis cap-
tured with coefficient y,, which measures the effect of asymmetric
information according to the following:

n ;= Hy — HhX; -

Equalizing equations of demand 2 and supply 3, and replacing 1
and 4 within the model gives the equilibrium condition:

H I = ¢1¢4y + ¢2¢47T - (¢5 + Uy )¢%Z T WGz, + pos X — 1y Ps X,
' 9, + 0, '

Equation 5 can be expressed as follows:

n L, =ay+br —c,z+ ¢ zx; — dx, + constant.
Coefficient ¢, = % capturesthereaction ofbanklendinginre-
+
3 4

sponse to monetary policy, given the characteristics of the financial
institutions. Considering the assumptions of the model, asignificant
¢, coefficient implies that monetary policy affects loan supply. One
identification assumption implicitin the modelis that interest rate
elasticity of loan demand does not depend on bank characteristics
(x;); coefficient ¢, is therefore the same for all banks.

The assumption of a homogeneous reaction of loan demand is
instrumental for identifying the effects of monetary policy on loan
supply. Thisassumption does not take into account cases where, for
instance, customers of large or small banks are more sensitive toin-
terest rate changes. Furthermore, this assumption seems to be rea-
sonable for Boliviagiven that bankloansare the principal source of
funding for businesses.

Forabetterunderstanding of the sign of the end interaction coe-
fficient, the logarithm is applied to both sides of Equation 6:

In(L,)=...+¢,In(z) + ¢,x;, In(2) +...

i
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where L;is the amount of loans of bank ¢; zis the central bank con-
trolled short-term interest rate (corresponds to the monetary poli-
cy indicator measured by the net balance of monetary regulation
bondsinthe case of this paper); ¢, isthe coefficient of the directim-
pact of monetary policy; x; is characteristic xof bank i;and ¢ isthe
interaction coefficient between characteristic xof bank i and In(z).
It seems reasonable to assume that 8ln(Li)/61n(z) =¢, +¢x, <0,
which implies that the amount of loans of bank i decreases in the
face ofinterestrate hikes. Ifthe bank characteristics variable x; rep-
resents liquidity, size or capitalization, it would be expected that
¢, <0y ¢, >0.Assumingthat x; represents the liquidity position of
bank ¢, a positive ¢, coefficient would imply that more liquid banks
respond to a lesser degree to monetary tightening represented by
aninterestrate hike.

SIGN OF THE INTERACTION COEFFICIENT
BETWEEN BANK CHARACTERISTICS
AND MONETARY POLICY TOOL

0ln(L,)
0ln(z)

/ Cy
C

5.1 Specification of the Econometric Model

Based onareduced form of the model presented in Equation 6, itis
possible towiden the empirical specificationinawaythatthe growth
of the bank loan supply is explained by its lags, the monetary poli-
cy variable, the interaction of bank characteristics with monetary
policy (key term of the analysis), GDP growth, inflation and banks’
own characteristics.
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Alog(L,)= ZajAlog(L”_j )+ ijAlog(OZ\/IA)tfj + chAlog(yt_j)
= =0 =0

2 A, rex,  + ) [, Alog(OMA),_ +e,,
j=0

J=0

where, iisthe bank i, i=1, ..., N; t represents time, (=1, ..., T} A isthe
first difference operator; m, the number of lags; L;, the loans ba-
lalance of bank ¢ in period ¢; OMA,, the monetary policy indicator
measured by the net balance of monetary regulation bonds; y,, the
economicactivityindicator; r,, the inflation rate; x;, the individual
characteristics of the banks, such as size, liquidity and capitaliza-
tion; 7,, the specificbank error (individual effects); u;,the residual
error; and g, the totalerror ¢, =0, + u,.

Dynamic specification of the equation (loan growth rate) takes
intoaccountthe factthatbanksreacttochangesinmonetary policy
by adjusting the concession of new loans.

The coefficients of interest are those that capture the effects of
the monetary shock (b)) and the coefficients of the interaction be-
tween monetary policyand bank characteristics (/) thatattempt to
capture whether bank characteristics make any difference in the
way banksreact to changes in monetary policy.” The asymmetric ef-
fects of monetary policy are captured by significant terms of inter-
action coefficients (f). Studies carried out found that banks which
aresmaller (Kashyap and Stein, 1995and 2000), lessliquid (Kashyap
and Stein, 2000) or with lowerlevels of capital (Peekand Rosengren,
1995) react more to changes in monetary policy.’ These results im-
ply positive coefficients for the terms of interaction.

5.1.1 Variables

The dependent variable is represented by the balance of banking
institutions’ gross portfolio.

The bank characteristics coefficient (¢) has an illustrative function,
only showing whether there is a linear relation between a change in
the supply of bank loans and bank characteristics.

Size, level of capitalization, and liquidity are compared relative to
the average for banking institutions analyzed in each of the studies
mentioned.
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Thenetbalance of monetaryregulation bondswasused asan indi-
cator of monetary policy due to the fact that BCBadoptsastrategy of
quantityintermediate targets for the growth of net domestic credit.

Bank characteristicsarerepresented byvariables that correspond
to the lending channel theory: size (size), liquidity (lig) and capital-
ization (cap). These variables are compared to the average of the to-
tal for banking institutions.

+  Banksizeisimportant: larger banks face less asymmetric in-
formation problems than smaller banks, therefore, makingit
easier forthem to find sources of funding other than deposits
inresponse to amonetary shock.

N,
B size;, =1og A, —NLZbgA“,

¢ i=1

where size, is the relative size of a bank; A, is the total assets of the
bank;and N, is the number of banks in period t.

+ Another important characteristic is liquidity. Liquid banks
are able to use their assets to protect their loan portfolios,
while this is more difficult for relatively less liquid banks.
The argument is that a reduction in banks’ lendable funds
(deposits), caused byamonetarytightening, doesnotimplya
reduction in loans if the bank has the option to sell its bonds
or otherliquid assets.

8 o =i 1<[ 1 iL
W = T2 N Ty )
Ait (= N[ i=1 Ait
where lig; istherelative liquidity of abank; Lg, is the liquid assets of
adetermined bank: The sum of assets and temporary investments,
excluding liquid asset reserve requirements and permanent inves-
tments; and A;is the total assets of the bank.

+ Bankswith above average capitalization levels can more eas-
ily access alternative sources of financing, meaning they do
not have to reduce their loan supply as much as less capital-
ized banks in times of monetary tightening.

C, 1&(1 ¢,
m cop =3 5 2|

Ait T =1 Nt i=1 Ait
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where cap; is the relative capitalization ofabank; C;, the capitaland
reserves of abank;and A,,, the total assets of the bank.

Equations9and 10 establish thatthe globalaverage ofliquidityand
capitalizationis equal tozeroacross time and amongbanks, meaning
said bank characteristicsare zero for all the observations, but not nec-
essarilyin everyperiod t. Thisallowsthe degree of globalliquidityand
capitalization to vary across the periods. Thus, for the analysis, tem-
porary changesare not removed from the average of these variables.

The definition of size in Equation 8 excludes the rapid growth of
the bankingsector, adjusting average bankssize to equal zero for each
time period. This procedure gets rid of unwanted nominal changes
in this variable, with which the size of a bank as compared to the size
ofallthe banksinagiven period isarelevant measure.

The three bank characteristics are standardized with respect to
the average for the group of banks in order to obtain indicators that
add up to zero across all the observations. Therefore, the average of
the interaction term in Equation 7 is zero, meaning coefficients b,
can be directly interpreted as a measure of the total impact of mon-
etary policy on bankloans.

GDP growth rate and inflation are employed as macroeconomic
variables to control for demand shocks.

5.1.2 Data Sources

The period analyzed runs from March 2005 to December 2013.
Bank datais taken from the quarterly balance sheets that financial
institutions reportto the ASFI <www.asfi.gob.bo>and only consider
banks currently operatingand whose capitalisbased in the country.
The balance sheets published by the ASFI contain the information
required for constructing the dependent variable (annual growth
of banks’ loan portfolio) and the size, liquidity and capitalization
coefficients defined in Equations 8 to 10, respectively.

The macroeconomic variables employed are taken from the Na-
tional Statistics Institute (INE, <www.ine.gob.bo>) and those of mon-
etaryregulationare sourced from the BCB (<www.bcb.gob.bo>). The
12-month growth rate for the three macroeconomic variables was
considered.

Table 3 shows descriptive statistics for the variables employed in
the model for the estimation period.
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DESCRIPTIVE STATISTICS FOR THE VARIABLES
IN THE MODEL

Millions of bolivianos and percentages

Standard

Mean deviation — Minimum Maximum
Loan portfolio growth 16.9 12.7 -16.0 54.7
Net balance of OMO 83.0 115.3 -52.1 361.8

growth

GDP growth 4.7 1.3 2.5 6.9
12-month inflation rate 6.5 4.0 0.3 17.3
Capital to assets ratio 7.5 2.0 3.7 17.0
Liquidity to assets ratio 33.3 12.6 10.0 63.2
Size (assets) 5,312 3,815 266 18,153

Sources: ASFI, BCB and INE.

5.2 Estimation Method
The simplest way to estimate the model is by using ordinary least
squares method (OLS). One difficulty with this approach is proba-
blythe unobserved importance of heterogeneityin the conditional
mean across financial institutions. A simple alternative for estimat-
ing the model would therefore be to use static panel data with fixed
effectsapplied within transformation, given that the sample consid-
ersall the banking institutions in the system.

However, Equation 7 shows that the dependent variable is mod-
elled through a dynamic specification, given that there might be
lagged dependent variables as explanatoryvariables for the model.

Dynamicspecification ofamodelwith fixed effects orleast squares
dummy variables (LSDV) model is estimated by applying OLS to the
model expressed in deviations from the mean of each unit in the
panel with respect to time. However, Nickell (1981) showed that the
LSDV estimator is biased and inconsistent, particularly when Nis
large and T'is small, a bias which is not reduced by increasing N, or
byadding explanatory variables. However, as T grows, the fixed ef-
fects estimators become consistent.

There have been attempts to correct the bias of the fixed effects
LSDV estimator, among which are the instrumental variables (IV)
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method and the generalized method of moments (GMM). Due to the
dynamic nature of the model, the GMM proposed by Arellano and
Bond (1991) was employed. To solve possible problems of endogene-
ityin the procedure based on Arellano and Bond, lagged values of
thevariables of Equation 7 are employed as GMM type instruments."!

The AR test is important when estimating dynamic models in or-
dertoanalyze the autocorrelation of residuals. By construction, the
residuals of the difference equation show first-order autocorrelation,
but if the series independence assumption of the original errors is
guaranteed, the residual differences should not show a significant
AR(2) (there should not be any second-order autocorrelation in the
residuals of the first-difference equation), whichis verified with the
AR(I)and AR(2)tests. The Hansen test was employed to validate the
use of chosen instruments.

6. RESULTS

Equation 7 was estimated based on the methodology described in
the previoussection. Itisimportant to mention that the coefficients
reported in Table 4 are the long-term ones,'* while the short-term
coefficients are presented in the Annex. Long-term coefficients of
the interaction terms were used to test whether there is a monetary
policy impact on loan supply, assuming that the other variables in-
cludedin Equation 7 capture the movements of credit caused by loan
demand and supply factors other than changes in monetary policy.

The estimates" show that monetary policy has the capacity to di-
rectly affect bank loan supply because it presents the expected sign
(negative) and isstatisticallysignificantin both models. Thiswould

The fact that bank characteristic variables are based on balance sheet
data leads to the problem of endogeneity: If bank loans and bank
characteristics are closely correlated, a priori it would not be clear
which variable drives the other.

The long-term coefficient of a variable is calculated as the sum of its
contemporaneous coefficient and its (their) lag(s), divided by one
minus the sum of the lagged dependent variable coefficients. The
significance of long-term coefficients is tested using the Wald test.
Due to the dynamic character of Equation 7, the preferred model is
the one estimated by GMM. Nevertheless, Table 4 presents the results
estimated by LSDV in order to test their robustness.
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LONG-TERM COEFFICIENTS OF THE REGRESSION
OF MONETARY POLICY IMPACT ON BANK LOANS

Dependent variable: Alog(L” )

Fixed effects A&B

Alo (O]V[A) -0.0474 -0.0478
8 (0.07) (0.06)

. 0.0380 0.0383
size * Alog (OMA) 0.00) ©0.00)
. -0.5911 -0.5895
lig* Alog(OMA) 0.00) (0.00)
1.3303 1.3284

cap* Alog(OMA) 0.00) ©0.01)

Note: Probabilities are in parenthesis.

imply that a monetary policy tightening (increase in the supply of
securities) leads to reductions in loan growth and would signal the
existence of a direct lending channel [coefficient of the variable
Alog(OMA)].

According to the findings, the coefficients for size and capital
interactions were statistically insignificant, which reflects the exis-
tence of different reactionsamong the banks to changesin monetary
policythrough suchvariables, meaning the proposed methodology
would prove the existence ofabanklending channel. The evidence
therefore suggeststhatsmaller bankswith below average capitaliza-
tionlevelswould reduce theirloanstoagreater degreeintheface of
amonetary tightening.

The results also imply that in times of monetary policy tighten-
ing borrowers of smaller less-capitalized banks on average experi-
ence alarger reduction in financing than borrowers of larger more
capitalized banks.

Sizeistheindicator mostused in the existingliterature toreflect
the capacity of banksto obtain sources of funding otherthan depos-
its. Small banks would tend to have greater difficulties in obtaining
sources of funding given that they face higher information costs or
a greater external financing premium, or both, than larger banks
do. They are therefore less able to offset the impact of a monetary
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tightening and are forced to reduce their loan supply to a greater
degree than large banks.

High capitalization levels also mean that banks are less likely
to experience asymmetric information and moral risk problems.
Thus, the external finance premium for a bank with high levels of
capitalization should be lower than that for aless capitalized bank,
implying that the latter are forced to reduce their loans toa greater
degree than the former.

Inthe case ofliquidity, although the interaction variable was sta-
tistically significant, it does not present the expected sign. There is
therefore no evidence forabanklending channelwith thisindicator.
According to Worms (2003) liquidity could be endogenous: Banks
facing problems ofimperfectinformation would probably decide to
maintainahigheramountofliquid assets. The possibility that more
liquid banks have greater risk aversion, meaning they would have
higher standards for granting loans, cannot be excluded either. If
this were the case, in response to monetary policy, there would be
differencesinthe demand forloansbetween riskyand less risky bor-
rowers, meaning liquidity would not be a variable that allowed for
discriminating the effects of monetary policy on loan supply.

Finally, autocorrelation tests AR(I)and AR(2)show that, as would
be expected, thereisafirst-order correlation in the residuals, while
thereisnosecond-order correlation. The Hansen test shows that the
instruments used are valid."

7. CONCLUSIONS

Unlike the traditionalinterestrates channel, the banklending chan-
nelassignsasignificantrole tobanksin the transmission of monetary
policy. The twonecessary conditions for the existence ofabanklend-
ing channel are the capacity of monetary policy to affectloan supply
and the dependence of certain economic agents on bank lending.
There are characteristics of the Bolivian banking system, such
as the degree of bolivianization achieved, the large share of public
deposits in bank funding, the significant dependence of some sec-
tors on bank funding and the majority share of private domestic

" The results of the tests are reported in the Annex.
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banks, whichindicate thatthe lending channel could beimportant
in Bolivia’s case.

The estimates show that monetary policy has the capacity to di-
rectly affect bank loan supply, which would imply that increases in
the securities’ supply lead to reductions in loan growth. Moreover,
interactions of size and capital with the monetary policy variable
reflect the existence of different bank reactions, validating the ex-
istence of abanklending channel. The findings would suggest that
smallerless capitalized banksreduce theirloanstoagreater degree
in times of monetary tightening.
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ANNEX

SHORT-TERM COEFFICIENTS OF THE REGRESSION
OF THE IMPACT OF MONETARY POLICY ON BANK LOANS
WITH THE FIXED EFFECTS METHOD

Dependent variable: Alog(L” )

Alog(L)[-1]

Alog(OMA)
Alog(OMA)[-1]
Alog(PIB)
Alog(PIB)[-1]

T

z[-1]

size[~1]

lig[-1]

cap[-1]

size[~1]* Alog(OMA)
size[~1]* Alog(OMA) [1]
lig[-1]* Alog(OMA)
lig]-1]* Alog(OMA) [-1]
cap[-1]* Alog (OMA)
cap[-1]* Alog(omA)[-1]

Constant

Coefficient  Standard error  Probability
0.8727 0.0312 0.0000
-0.0016 0.0034 0.6540
-0.0045 0.0033 0.2110
0.2011 0.1595 0.2360
-0.1555 0.2972 0.6120
0.2636 0.1149 0.0450
-0.1223 0.1200 0.3320
-0.0240 0.0110 0.0540
0.1402 0.0347 0.0020
0.0705 0.2635 0.7950
0.0008 0.0021 0.7000
0.0040 0.0021 0.0820
-0.0266 0.0344 0.4570
-0.0487 0.0358 0.2030
0.1074 0.0414 0.0270
0.0620 0.0515 0.2560
0.0161 0.0149 0.3060
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SHORT-TERM COEFFICIENTS OF THE REGRESSION
OF THE IMPACT OF MONETARY POLICY
ON BANK LOANS WITH THE GMM

Dependent variable: Alog(Ll.t)

Alog(L)[-1]
Alog(OMA)
Alog(OMA)[1]
Alog(PIB)
Alog(PIB)[-1]

/

x[-1]
size[~1]

lig[-1]

capl-1]

size[~1]* Alog(OMA)
size[~1]* Alog(OMA) [~1]
lig{—1]* Alog(OMA)
lig{-1]* Alog(OMA) [-1]
cap[~1]* Alog (OMA)

cap[-1]*Alog(omA)[-1]
AR(1)
AR(2)

Hansen

Coefficient  Standard Error ~ Probability
0.8724 0.0310 0.0000
-0.0016 0.0034 0.6440
-0.0045 0.0033 0.2050
0.1963 0.1593 0.2440
~0.1576 0.2968 0.6060
0.2640 0.1151 0.0430
-0.1217 0.1195 0.3300
-0.0248 0.0108 0.0430
0.1365 0.0325 0.0010
0.0570 0.2574 0.8290
0.0009 0.0021 0.6910
0.0040 0.0021 0.0770
-0.0268 0.0345 0.4540
~0.0484 0.0358 0.2040
0.1083 0.0414 0.0240
0.0611 0.0512 0.2580
0.0320

0.6940

1.0000
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What Microeconomic Banks Data
Tell Us about Monetary Policy
Transmission and Financial

Stability in Guatemala
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Abstract

This paper aims to research the credit channel in Guatemala in a microeco-
nomic context. The country currently conducts its monetary policy through
an explicit inflation targeting regime, and previous studies have concluded
that the monetary policy transmission mechanism is rather weak. However,
theempirical evidence of those studies is based on aggregate data. This paper
contributes by performing detailed analysis of individual data for each bank,
classified by bank size and loan type. The hypothesis is that policy transmis-
sion is heterogeneous by these characteristics. First, a descriptive analysis of
the response of interest rates and lending to policy rate variations is carried
out. Second, econometric panel data techniques are applied to estimate the
lending channel. We find that thereis a transmission of monetary policy, but
it is heterogeneous, and liquidity, capitalization and bank size play an im-
portantrolein it. The factors contributing to weakening the mechanism are
excess liquidity in the banking system, portfolio dollarization, bank size and
the method for calculating reserve requirement.

Keywords: monetary transmission mechanisms, credit channel, finan-
cial stability.
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1.INTRODUCTION

he aim of this paperistoresearch the credit channelin Guate-

mala as a basis for assessing the impact of monetary policy on

the bankingsystemand the financial stability. Differentstudies,
bythe Economic Research Department of the Banco de Guatemala
and the International Monetary Fund (Medina Cas et al., 2011),
have concluded that monetary policy transmission mechanisms in
the countryare weak. Nevertheless, all those papers have one thing
in common: They are based on aggregate data, mainly employing
autoregressive vector models.

This paper contributes to study of the credit channel in Guate-
mala by using a microeconomic bank database. It is hoped this re-
search will provide answers to “why the transmission mechanism is
weak.” Banksare the firstlinkin the transmission of monetary policy
to consumption and investment. This paper, therefore, analyzes the
transmission of the policyrate to market rates, whichisthe origin of
the credit demand channel. However, the main focus of the work is
toidentify and estimate the lending channel, which reveals the im-
pact of monetary policy on the supply of bank loans.

The particularinterestin performinga detailed study of the len-
ding channel stems from the fact that it may help to reveal the in-
teraction between monetary policy and banks, and, therefore, to
discover the factors thatinfluence the effectiveness ofthe Banco de
Guatemala’s monetary policy actions.

First, we conduct an event study. Identifying and estimating mo-
netary policy transmission mechanismsis complicated in small eco-
nomieswith underdeveloped financial markets, frequent structural
breaks, andrelativelyshortdatasets. Hence, asafirststepinstudying
the monetary policytransmission, this papertakesan eventnarrative
approachasin Bergm, Charry, Portillo, and Vlcek (2013). However,
unlike the referred paper, event analysis is performed with micro-
economic data instead of aggregate data. This approach is used to
analyze policy rate movement events and banks’ response to them,
classified bybanksize and loantype. The approach not only helpsto
assess the effects on financial institutions in accordance with their
characteristics but also helps to guide later econometric work.

Micro economic data of 18 banksin Guatemala’s banking system
for the period from January 2010 to April 2014 was used to build a
data panel for the econometric study of this research. The lending
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channelis estimated for the datagroup asawhole, and for subgroups
organized by bank size and loan type.

The outcomes confirm the hypotheses on the factors weakening
the transmission channel. In particular, it was found that partial do-
llarization of the financial system, excess bank liquidity, and bank
concentrationinfluence therigidity of monetary policy transmission
(RMPT). Also, the microeconomic study of the Guatemalan banking
system provides other explanations that can help identify concrete
measures that financial supervisory and monetary authorities can
adopt over the medium-term to improve the transmission of mone-
tary policysignals, while at the same time increasing the soundness
of the financial system. In specific, we found that improving the
method for calculating reserve requirement can lead to more effi-
cient bank liquidity management, which is an important variable
that determines RMPT. De-dollarization of bank balances-especia-
llylarge banks—, aswell as greater bank internationalization and de-
concentration, are all macroprudential policy directions that can
also improve RMPT, among other issues that can be addressed gra-
dually over the medium term.

Other significant rigidities found are the predomination of so-
called large corporate loans at preferential interest rates that do not
obey policy rate movements, the post-crisis attraction of investing
in central government securities and capital restrictions faced by a
specificbanking segment. In general, it seems that monetary policy
transmits better through medium and small-size banks.

The Guatemalan economy has been characterized by along tra-
dition of macroeconomic and financial stability. In the context of
financial stability, this research contributes with amacroeconomic
study of the lending channel, which is afundamental precondition
for linking the impact of monetary policy with financial stability.
Said link, however, isnotdirectlyaddressed in this paper, although
it does lay the groundwork for doing so in later studies. Notwiths-
tanding, it can be seen that there are no significant monetary poli-
cyimplications for financial stability through the lending channel.

The first part of this paper characterizes the Guatemalan ban-
king system based on the event narrative and other indicators. The
second partincludesan econometric study of the lending channel,
using panel datatechniques. Abriefanalysis of the financial system
in Guatemala is presented in the third part, and the fourth gives
the conclusions.
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2. CHARACTERIZATION OF THE TRANSMISSION
CHANNEL: EVENT NARRATIVE APPROACH

Thissection presentsthe event narrative approach. In particular, ba-
sed onthe microeconomic data collected from each of the 18 banks
making up the Guatemalan financial system, stylized facts for mo-
netary policy transmission mechanisms in Guatemalaare profiled,
specifically the bank lending channel. Said facts are inferred in the
graphical analysis by particularly studying the period from Septem-
ber 2011 to December 2013. This period was chosen for two main re-
asons. First, the policy rate of Banco de Guatemalarecorded three
increases in 2011 after having remained unchanged at 4.5% from
September 17,2009. In specific, on March 31, 2011, it was raised to
4.75%, on July 28 to 5% and on September 29 to 5.5% (see Figure).
These eventsrepresentanappropriate period forassessing the trans-
mission of monetary policy, considering that they were successive
hikesafter an extended period of having kept the rate fixed and that
theinflation targetingschemein Guatemala, afterbeingimplemen-
ted six years previously, was by that time more mature.

Second (and thisis connected with the greatermaturity of the sche-
me), in 2011 the term for Banco de Guatemala’s certificates of depo-
sit, which constitute its policy instrument, was reduced from seven
daysto one day (overnight operations). The inflation targeting sche-
me was formallyadopted on January 1, 2005. The 2005-2010 period
isruled out becauseitisinfluenced byseveral changesin the defini-
tion of the monetary policy rate, assigning that property to central
bank certificates at different terms, decreasing from 91 to seven days
and, finally, overnight operationsin 2011.

2.1 Transmission of Policy Rates to Market Rates

2.1.1 Transmission of Policy Rates to Short-term Rates

As of September 1, 2011, when the overnight rate for central bank
certificates was adopted as the monetary policy instrument-within
amonetary regime of explicit inflation targets—, there has been a
significantimprovement in monetary policy transmission (MPT) to
the money market. In fact, as can be seen in Figures A.2and A.3 in
Annexes, inthe three periods of policyrate hikes between 2011 and
2013, reporatesin the national stock market and interbank market
rates increased in line with said adjustments, converging towards
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the monetary policyrate. Figure A.2 shows the evolution of the total
interest rate (weighted average for all terms), the rate for terms of
onetosevendaysandthe overnightrate. The transmissionis clearly
showninthefigures, anditisfairlycomprehensive inveryshort-term
operations (overnight) but is not as strong at slightly longer terms

(from one toseven days and total), although the transmission is still

evident. The graphical event analysis makes it possible to infer that

thereisa clear transmission from the policy rate to short-term mar-
ket rates.

Also, the Banco de Guatemala implemented an organizational
changeinitsstructure that has allowed it to improve bank liquidity
management. Inspecific, the central bank established a front, midd-
le, and back office system. As part of the front office functions, the
central bank communicates with all banks in the system on a daily
basis to establish their liquidity requirements, which serves as a re-
ference for fixing the size of central bank participation in the daily
auctions of'its certificates in the money market. Thisis complemen-

ted by establishing an interest rate corridor to guide banks partici-
pation in the money market towards the monetary policy rate.
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2.1.2 Transmission of the Policy Interest Rate
to Bank Lending Rates

Thereaction of banklendingratestoadjustmentsin monetary poli-
cyrate hasbeenvaried, differingin nature according to bank group
(large, medium or small-sized) and the type of market they target
their operations on (large corporate loans, small business loans, con-
sumer loans, and mortgages). Inaccordance with the hypotheses set
forth by this paper, a detailed disaggregated study is performed by
bank size and loan type. In specific, an event analysis is carried out
using the same policyrate increases employed in previous sections,
comparing them with the path of interest rates by bank size (large,
small and medium) and loan type: large corporations, small busi-
ness, consumer, microcredit, and mortgage.

The figures of the event analysis are presented in Annexes (Figu-
re A.3). The figures show how, inresponse tothe 2011 policyinterest
rate hikes, the sensitivity of interest rates for large corporate loans
by large banks is null; they do not even affect the overall trajectory
observedinthe opposite direction —-decline-. Very similar behavior
isobserved for medium-sized banks. Smallbanksare the exception,
where behaviorinthe same directionas policyrate changesisidenti-
fied. Nevertheless, large banks, unlike the majority of other banks,
generally concentrate theirloans on this type of customersandit can
be seen how the interest rate fixed for such loans have a significant
component that does not necessarily respond to market conditions
that canbeinfluenced by monetary policy. These specific conditions
of the financial market in Guatemala are feasible under a context
of high bank liquidity and a few large firms with strong bargaining
powerthatagree oninterestratesonverylargeloanswith the banks.
Given that large and medium-sized banks make up almost 90% of
the country’s banking system, and that large corporate loans cons-
titute almost 60% of the total bank portfolio, the effect policy rate
mighthave onlarge corporateloaninterest rates must be verysmall.
It, therefore, becomes more important to understand the transmis-
sion mechanisms to identify their rigidities and, consequently, su-
ggest measures forimproving them.

The same occurs with small businessloans (Figure A.3), where it
is observed that the market rates of large and medium-sized banks
do not react to policy rate increases either. In a similar way to large
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corporateloans, smallbankinterest ratesseemtoreactwithsomelags
and only temporarily, without affecting their long-term trajectory.

In the case of consumer loans, thereis abetter adjustmentin the
marketinterest rates of medium-sized banksand, probably, of small
sized ones, but not of large banks. The overall result improves after
the overnight rate was adopted as the monetary policy instrument
in September 2011. In any case, this is not the type of loan with the
most significant influence on the economy’s aggregate demand,
meaning its importance for improving monetary policy transmis-
sion mechanismsis not so decisive.

Mortgage loans do not exhibit sensitivity to monetary policy rate
adjustments either in the graphical analysis. Microloans and mort-
gagesare notveryimportantinthe portfolio. Asregards mortgages,
this result could be because they require a guarantee from the Ins-
tituto de Hipotecas Aseguradas and include specific conditions in
the financial characteristics of the loans.

2.2Impact of the Policy Rate on Lending

To typify and obtain a first approximation of the impact of the mo-
netary policy rate on lending, this section analyzes in graphic form
the effects of the policyrateincrease events during 2011 by different
loantypesand banksize. Inthe same way, asin the previoussection,
bank size is classified into large, medium, and small, and loan type
into large corporations, small business, microcredit, and consumer.

The results are shown in Figure A 4. The figures for the total len-
ding show there is a contraction in lending, which operates with
lags,inresponsetothe policyrateincreasesforallthree banksizes.

In the same way, lagged contractions in lending are observed in
response to policy rate increases in large and small business loans
forlarge, medium and small-sized banks (Figure A.4).

In the case of consumer credit, microloans, and mortgages, the
graphical evidence isless clear (Figure A.4).

In general, astronger contraction can be seen after the last poli-
cyrateincrease which took placeatthe end of September 2011. This
could be attributable to the change made that same month by the
Bancode Guatemalatoshortenthe term ofits policyinstrument (cen-
tral bank certificates of deposit) from seven days to one. However,
thisisanassumption that cannot be proven with graphicalanalysis.
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Graphical event analysisisnot conclusive regarding the contrac-
tion of lending in response to policy rate hikes. The decreases that
occurred after therate increase could be due to many other reasons.
Onthe otherhand, the graphical analysisis extremely useful for ma-
kingafirstapproximationin the study of monetary policy transmis-
sion, form some initial ideas and characterize the behavior of the
banking sectorin Guatemala.

The above observations mean positive expectations can be made
regarding the presence of alending channel, that it operates with
lags, that not all episodes are the same and that the use of shorter-
term instruments could have helped to boost transmission. Never-
theless, at this point, all these statements are only assumptions.

2.3 Dollarization of Bank Balances

Dollarization of bank balances, indicated bya43% share of the port-
folio in foreign currency, as a proportion of the total portfolio, and
around 18% of depositliabilities (Figure A.5), could be havingama-
jorinfluence ontheabove results, mainly because the group of large
banks is the most dollarized. In general, those banks mainly grant
large corporate loans to major firms in foreign currency due to the
nature of their businessand because there isa market for supplying
fundsinforeign currencyatlower interest rates—in the current glo-
balfinancial environment-. This implies that a considerable amou-
nt of bank fundingis not tied to local market conditions.

Although the process of dedollarizing bank assets is important
for enhancing monetary policytransmission mechanisms, it should
be taken into account that the observed postcrisis increase is a ten-
dencytorecover precrisis levels, meaning we should expect tobe at
a time when dollarization is beginning to recede. In fact, the port-
folioin foreign currencyis now growing slower than that in domes-
tic currency. Nonetheless, financial dollarization is relatively high,
meaning it could be considered as a macroprudential instrument
in the future, not without considering the dedollarizing effect the
start of hikes of monetary policy reference rate by the Federal Re-
serve System of the United States might have.

2.4 The Composition of Bank Assets

Itisworth asking whether the composition of bank assetstellsusan-
ything about the behavior of bank lending, particularly because in

48 J.A.Blanco V,, H. A. Valle



recentyears banks have been investinglarge amounts of their availa-
ble resourcesinto treasury bondsissued bythe central government.
Thiswasseen aboveallafter therecentinternational financial crisis
thatled toan easing of countercyclicalfiscal policyin different coun-
tries, including Guatemala (see Figure A.6). In fact, after observing
fiscal deficits of 2% or less, the latter have reached between 2% and
3% (although with a downward trend). This led to higher funding
requirements and the resulting increase in issues destined for the
domestic market, where the banking system is the main purchaser.

Consequently, large banks have increased their investments in
government bonds, pursuing less risk and greater yields. It is im-
portant to mention this because there has supposedlybeenaminor
breach of the portfolio theory, which states that the higher the risk,
the higher the interest rate. However, investments in government
bonds offer better interest rates than portfolio placement in the
large corporate loans segment, for instance, along with lower risk.
Increased investments in government securities could be affecting
monetary policy transmission. This cannotbe seenin the graphical
analysis, and if said investments have indeed been growing, it has
notsignificantlyaffected the ascending behavior of the loan portfo-
lio. Intuitively the latter portfolio, particularly that of large corpo-
rateloans,isinsured forits customers. Thisis based on the fact that
several periods of decline or slowing in the growth rate of lending
observed recently are due to private firms finding external sources
of funding at lower costs than those offered by banks operating in
the domestic market.

2.5 Banking System Liquidity

Guatemala’s banking system suffers from chronic excess liquidity.
This is demonstrated by the fact that the Banco de Guatemala con-
ducts open market operations towithdraw excessliquidity onadaily
basis with its certificates of deposit at overnight term. Historically
there have only been two events where the Bank has had to inject li-
quidity. This chronic excess liquidity is a significant constraint for
thelending channel given that, accordingto theory, in order for the
channel to exist, banks should always be at the limit of their liquid
assets and reserves.

Figure A.7 shows available liquid resources (excess reserves plus
overnightinvestmentsinthe Banco de Guatemala) alongwith policy
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interest rate increase and decrease events. It can be seen that bank
liquidity follows an upward trend and in the case of large and me-
dium-sized banks it is immune to policy rate movements. In parti-
cular, it shows graphically how small banks exhibit slight variations
around the points where rate changes occur.

2.5.1 Method for Calculating Reserve Requirements

The current methodologyrequires bankstomaintainreservable as-
setsonamonthlybasis, beingable to be withoutrequired reserves for
up to 14 days during a month. This causes bank treasurers to make
significantliquidityforecasting efforts tosatisfy the requirement by
the end ofthe month, undera context where theincreasein financial
transactions could put this compliance atrisk (above allwhen there
mightbe unexpected movements beyond the control of the treasury
strategy). For thisreason, banks continue to be very cautiousin how
theymusthold resourcesin excess of thereserve requirement in anti-
cipation of such contingencies. Thus, although the implementation
of overnight operations hasimproved bankliquidity management,
the method for calculating reserve requirements continues to cons-
trainit. Changing to some type of daily requirement with a two-day
settlement term could improve the system’s liquidity management,
while strengthening monetary transmission.

2.5.2 Banking System Liquidity
The graphical analysis shows, according to the balance of the liquid
assetsavailable to the banking system, that thereis space to continue
improving liquidity management, above all in small banks, where
it can be seen how the buildup of liquid assets is very sensitive to ex-
pansive monetary policy (Figure A.7). In the case of all three bank
groups, the buildup of liquidity has moderated slightly during pe-
riods of restrictive monetary policy. Thus, an improvement in the
methodology for calculating reserve requirements would support
the financial activity of small banks more.

In addition, short-term interbank interest rates have also conver-
gedtowardsthe monetarypolicyreferencerate, whichis further evi-
dence ofimprovementsinbankliquiditymanagement (AnnexA.8).
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3. THE LENDING CHANNEL

3.1 Literature Review

The broad credit channel comprises the balance-sheet channel, net
flows channel, and banklending channel. We specificallyanalyze the
banklending channelin this paper. The latter is the relevant chan-
nel for researching the role of banks in monetary policy transmis-
sionand, particularly, how this can affect banks’ financial stability.

Theimpactofthelending channelisthroughbankassetsand not
their liabilities, which is the traditional money channel approach.
Ingeneral, the channel operatesasso:inresponsetoapolicyratein-
crease the centralbank carries out open market operations (selling
bonds to commercial banks), banks’ reserves decrease, banks must
reducereservable depositsand, consequently, these lostreservable
deposits must be replaced with nonreservable liabilities or, alter-
natively, they can reduce assets such asloans and securities. In Gua-
temala, all deposits are subject to reserve requirements, meaning
bankswould have toreduce theirassets (reducelending) inrespon-
setoapolicyrate increase.

For the bank lending channel to be operational, prices must not
adjust fullyand instantaneouslyin the face of achangeinthe demand
for money. Moreover, the central bank’s open market operations
must affect the supply of bank loans, and loans and bonds must not
be perfect substitutes (as a source of credit for borrowers). This en-
sures that at least part of the adjustment will fall on loans.

The empirical challengeistoidentifyifachange in monetary po-
licy affects bank lending. However, a decrease in lending might re-
flectareductionindemand and not supply. Itis therefore important
to control for demand factors that can alter lending.

Performingastudyfrom the point of view ofliquidityand portfo-
liosize, Kashyap and Stein (2000) show in their work how bankswith
small loan portfolios and more liquid banks are the most sensitive
to monetary policy shocks.

Meanwhile, Kishianand Opiela (2000) argue that theloan portfo-
lios of the most capitalized banksare less sensitive to monetary poli-
cyshocks, with the opposite being true for badly capitalized banks.

With respect to banks with capital restrictions, Peek and Rosen-
gren (1995) find evidence that the portfolios of banks without capi-
tal restrictions (in England) have a greater capacity to respond to
monetary policy shocks than banks with restrictions.
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Intheareaofinvestment, the work of Gertler and Gilchrist (1994)
stands out. Theyshowthat, atanaggregate level, the investment ofa
group of small firmsis more sensitive to changes in monetary policy
as compared to the investment of a group of large firms.

Meanwhile, Driscoll (2004) employs anaggregate-level panel data
model to investigate to what degree changes in bank loan supply
affect output. Using specific shocks to money demand as an instru-
mental variable for addressing the problem of endogeneity, he did
not find any significant impact of loan supply shocks on state-level
economic activity.

Holod and Peek (2007) distinguish between two types of banks:
publiclytraded on the stock exchange and non-publiclytraded. They
find that the portfolios of publicly traded banks are less affected by
monetary policy than non-publicly traded banks.

Finally, Maddaloni and Peydré (2011) adopt an alternative ap-
proach to address identification challenges based on surveys of
bank lending standards (for the Eurozone and the United States).
Theyfind thatlowshort-terminterest rates soften standards for hou-
sehold and corporate loans, which reinforces the lending channel
that operates through banks.

3.2 Econometric Model

The econometric model for researching the lending channel in
Guatemala is based on the work of Kashyap and Stein (1994), and
of Kishan and Opiela (2000). In particular, the econometric ap-
proach in this research is based on Carrera (2011), and Joyce and
Spaltro (2014), which in turn are based on the theoretical model of
Ehrmann etal. (2003).

The following equation expresses the econometric model:

n n n
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where C, isthe annual growth ofloans (total, commercial and con-
sumption), a, isthe vector of macroeconomic variables ( a;, is the
bank interest rate), b, is the vector that contains the characteris-
tics of each bank’s variables (liquidity, size and capitalization), g,

isavector that contains the error terms and » is the number of lags.
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Taking into account that it is a dynamic panel, the most widely
used estimation methodology is that of Arellano and Bond, which
allows for obtaining consistent estimators, a propertythatisnotob-
served when using ordinary least squares.

The modelis estimated with four lags, using a maximum of four
lags as instrumental variables as well.

3.3 Data

Thissection describesthe datausedinthisinvestigation for the em-
pirical study of the lending channel transmission mechanism and
itsimpact on microfinancial stability.

Total banking system loans in domestic currency, commercial
loans, and consumerloans, are used as thelending variable. Each of
these items is divided into bank size, grouped into large, medium,
and small. This classificationisbased ontheratio of each bank’s de-
posits to total deposits in the domestic banking system. If the ratio
is greater than 10% it is defined as a large bank, if it is between 2%
and 10% it is a medium-sized bank, and if it is below 2% it is consi-
dered asmall bank.

Theinterestrate, liquidity, asize variable and a capitalization va-
riable are employed asindependent variables. Four definitions are
used forinterestrates, which arevery closelyrelated to the monetary
policyrate. These interest rates are: I) the interbank rate; 2) the in-
terest rate of stock market repo operations; 3) the interest rate on
certificates of deposit of the Banco de Guatemala at one and seven
days terms, and 4) the monetary policyrate. Four interest rate defi-
nitions are used in pursuit of sound results and toidentify the inter-
estrate through which policy operates directly.

Liquidity is defined as the ratio of cash assets to deposits plus fi-
nancialliabilities, where cash assetsare bankreserves plus deposits.
The size is the ratio of each bank’s total assets to total system assets
(sum of all banks’ assets).

The capitalizationvariableis equityasaproportion of each bank’s
total assets. The monthly economic activity indicator (MEAI) adjus-
ted by season and real exchange rate is employed as a control varia-
ble to capturelendingvariations deriving from changesin demand.
The MEAI s an indicator of monthly output that is compatible with
the quarterly gross domestic product (GDP).
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3.4 Results

This section presents the results from estimating the model of the
lending channelin Guatemala. Equation 1 was estimated for the pe-
riod from January 2010 to April 2014 for 18 banksin the system. The
banks were also grouped into small, medium, and large. Estimates
were made for totallending, commercial credit, and consumer cre-
ditin order to distinguish how the lending channel can vary accor-
ding to bank size and the type of market in which it operates. The
hypothesis is that large banks can better shield themselves against
policyrate shocks, in such way that movements in policy interest ra-
tes do not affect the sum of the loans they offer. Moreover, medium
and smallbanks have fewer sources of funding availableand are the-
refore more vulnerable to policy shocks, which affect their capacity
to grantloans.

Itisalso expected thatthe commercial credit oflarge banks would
beless affected by policy changes. This stems from the fact that this
type oflending obeys the investment projects of large firms, mainly
industrial, the disbursements and interest rates are agreed in ad-
vance with disbursements programmed according to a contract.

3.4.1 Total Lending

Banking system: the results are presented in Table B.1. There is evi-
dence ofalending channel operating directly through the interest
rate on the certificates of the Banco de Guatemala and the policy
interest rate with lags of between two and three months. All the in-
terest rates seem to act through bank size and equity, although the
latter effectsare verysmall. Thereisalso evidence of effects through
liquidity, but they appear to be very weak.

Large banks: the evidence of direct effects of interest rates on lar-
gebanksis practicallyinexistent (Table B.2). Asforindirect effects,
thereappearstobeaminimalimpact on capital operatingwithalag
of between three and four months.

Medium-sized banks: there is evidence for the direct effects of in-
terest rates, mainly the policyrate and, to alesser degree, repo and
Bancode Guatemalainterestrates (Table B.3). Thereisalso evidence
ofindirect effects throughliquidity, size, and capital. The effects of
liquidity and capital are verysmall, and those of capital have anega-
tive sign. The size effect is bigger but presents inverse signs. In the
aggregate, astronger effect than that for large banks can be seen.
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Small banks: the direct effects of interest rates on small banks’ to-
tallendingissignificant, althoughit hasthe opposite sign than that
expected (Table B.4). Concerning indirect effects through liquidi-
ty, size and capital, theyare not significant.

3.4.2 Commercial Credit

Banking system:thereis evidence of the directinfluence of interbank
interest rates, certificates of the Banco de Guatemala and the poli-
cy rate, although the aggregate impact appears to be small (Table
B.5). There is also evidence of indirect effects through capital and
interest rates, but they are very small. There is no solid evidence of
effects through liquidity.

Large banks: the results only show negative effects on the loans of
large banks and the interbank interest rate (Table B.6). There are
alsoindirect effectsof theinterbankinterest rate and reposthrough
liquidity and size. All the interest rates impact the lending of large
banks through capital, although these effects are extremely small
inthe aggregate.

Small banks: the outcomes reveal that there are direct effects of
four interest rates (interbank, repos, certificates of the Banco de
Guatemala, and policy). There are also significant indirect effects
through liquidity, size, and capital, although they are substantially
smaller. In general, the lending channel operates stronger in small
banks than in large ones (Table B.7).

Smallbanks: contrarytowhatmightbe expected, the lending chan-
nelfor the commercialloans of smallbanksisnotverystrong (Table
B.8). The evidence of direct effects is weak and is only observed for
certificates of the Banco de Guatemalaand reporates, although their
net impact is positive. The evidence of indirect effects is extremely
weak and seems to be present only through the capital.

3.4.3 Consumer Credit

Banking system: the direct effect of interest rates on the lending chan-
nel is present and significant with all rates, although the effect of
interest rates on the certificates of the Banco de Guatemala has the
oppositesigntothatexpected (Table B.9). Thereis also evidence of
indirect effects through liquidity, size, and capital.

Medium-sized banks:thereis evidence of direct effects mainlyfrom
interbankinterestratesand repo and policyrates (Table B.10). The-
reisalsoevidence thatthe channel operatesthrough liquidity, size,
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and capital. Nevertheless, the net impact of direct and indirect
effectsis very small.

Smallbanks: the results show direct effects of interest rates on the
supply of loans, mainly through the interbank rate and, to a lesser
degree, repo rates (Table B.11). There is also evidence of indirect
effects through liquidity, size, and capital. The aggregate effect is,
however, small in all cases.

Accordingtotheresults,in general terms, thelending channel can
beseeninthewhole bankingsystem, for both totallendingand com-
mercialand consumer credit. It can be seen howits effectsare stron-
gerintotallending and consumer credit thanin commercial credit.

Thelending channelhasalittle directimpact on the commercial
creditoflarge banks;itsindirect effects seem tobe more significant.
The commercial and consumer credit of medium-sized banks is
affected by the lending channelin averysimilar way, although with
greater influence on commercial credit. The lending channel has
asignificant effect on the consumer credit of small banks, while its
impact on commercial credit is almost nonexistent.

4. FINANCIAL STABILITY

This is a topic of recent discussion and is difficult to identify. The
literature with the models that allow for understanding the macro-
prudential themesisstillbeing developed. Inthe case of this paper,
it was hoped that if it proved the lending channel operates on the
supply-side, that is, if reference interest rate movements generate
changesinthe composition of bankliabilities that cause movements
from core liabilities to non-core liabilities, which in turn adjust the
supply of loans, then there might be some impact on financial stabi-
lity. However, it is the opposite case: it has been found that the phe-
nomenon is more on the demand than the supply side.
Notwithstanding, a study by bank group of the behavior of indi-
cators such as: I) capital adequacy; 2) leverage; 3) return on assets
(ROA), and 4)return on equity (ROE), suggest that financial stability
hasnotbeen atrisk during the period of study. In fact, with respect
to BaselIand Il capitaladequacy, all bank groups show levelsabove
8% and even up to 10% (see Figure C.1). Data for small banks is ex-
ceptionallylarge because theyspecialize more in investments than
grantingloans. Inthe case ofleverage, banks donot passaratio of 12
assuggested by theliterature (Figure C.2). Asfor ROE, banks obtain
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higherreturnsthan on 10-year Treasury bonds (approximately 7%)
exceptinthe case of smallbanks duringashort periodin2013 thatis
substantiallyinfluenced byabank thatwasimplementinga planned
expansion (Figure C.3). Thereturnsfor that group of banksthen go
back to normality. Finally, ROA — an indicator of efficiency-is abo-
ve 1% for all banks as is also suggested by the studies (Figure C.4).

5. CONCLUSIONS

The investigation on the lending channel in Guatemala contains
two core components: a characterization of the lending channel
using an event narrative approach and an econometric study based
on microeconomic panel data for 18 banks in the system. This sec-
tion presents the main findings of the study.

The event narrative analysis reveals that the interest rate for busi-
ness loans, both small and large, does not react to policy rate chan-
ges. Meanwhile, the interest rate on consumer loans does appear to
be affected by the policy rate, particularly after the Banco de Gua-
temalareduced the term of’its policy instrument from seven days to
overnight operations. Finally, the interest rate on mortgage loans
and microloans do not seem to be affected by the policyrate either.

The graphical examination of the impact of policy interest rate
hikesonlendingsuggests thatthereisacontractionintotallending
that operates with lags for all three bank sizes. The reduction in
lendingis mainly observed in businessloans, both large and small,
while the evidence is less clear for consumer loans, microloans and
mortgage loans.

This research also shows that the banking system in Guatemala
hasbeen characterized byanincrease ininvestment in government
securities, growingloan portfolio dollarization, and chronic excess
liquidity. Thisis due to the upward trend of the country’s fiscal defi-
cit,which has prompted the government of Guatemalatoissue bonds
withveryattractiveyields. Moreover, the predominantly low-interest
ratesworldwide alongwith excessliquidity have led domestic banks
(mostly the large ones) to take advantage of the credit lines offered
by international banks at very low-interest rates, which hasled toa
significant supply of loans in US dollars.

Finally, for manyyears there has been chronic excessliquidityin
thenational financial system, leading the Banco de Guatemalato ca-
rry out open market operations on a daily basis to mop up liquidity.
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Historically there have only been two exceptional cases where said
centralbankhasneededtoinjectliquid resourcesinto the financial
market instead of withdrawing them. All the factorsabove (high in-
vestment in government bonds, growing credit dollarization, and
chronic excess liquidity) weaken the monetary policy transmission
mechanism.

Another factor that contributes to weakening the transmission
mechanismis the method for calculating the reserve requirements
ofbanksin Guatemala.Inaccordancewith currentlegislation, banks
must maintain a monthly average of reserve requirements but may
default on these requirements up to 14 days within a month. This
implies that banks have relatively wide room for maneuver when
managing their treasury. Thus, in response to policy rate increases
banks can reduce reserves without urgently needing to recompose
theirreservableliabilities or decreaselendingand, therefore, avoid
or diminish the impact of monetary policy.

With respect to econometric estimates, these reveal that, in ge-
neral terms, the lending channel operates in Guatemala with lags
andisrelatively small. Evidence was found that for commercial cre-
dit the lending channel mainly operates through medium-sized
banks, while for consumer credit the channel operates significantly
through both medium-sized and small banks. With respecttolarge
banks, the lending channel is extremely small and, in some cases,
inexistent. Thereisalso clear evidence that bank liquidity, capitali-
zation and size variables play a very important role in the presence
and strength of said channel.

Finally, financial stability indicators reveal that the financial sys-
tem in Guatemala does not show any signs of fragility. Taking into
account that there is alending channel, although small, it is possi-
ble to believe that monetary policy does not currently represent a
risk for financial stability. Thus, this paper lays the foundation for
furtherstudiesthat formallyand meticulouslylink the relationship
between these two variables.

In sum, the transmission of monetary policy to market rates and
lending is weak. This can be explained by the chronic excess liqui-
dity of the financial system, high investment in government bonds,
portfolio dollarization, and the method for calculating bank reser-
verequirements. Thelending channelis presentin Guatemala, but
its impact is very small and determined by type of loan, bank size,
capitalization, and liquidity.

58 J.A.BlancoV, H. A. Valle



ANNEXES

AnnexA. Figures

Figure A.1
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REPO TRANSACTIONS
IN THE STOCK EXCHANGES (TERM OF 1 TO 7 DAYS)

Figure A.1 (cont.)
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Figure A.2
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Figure A.2 ( cont.)

INTERBANK INTEREST RATES
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BEHAVIOR OF INTEREST RATES
OF CREDIT TO MAJOR BUSINESS SECTOR'
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BEHAVIOR OF CREDIT INTEREST RATES
TO THE LESSER BUSINESS SECTOR'
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BEHAVIOR OF INTEREST RATES OF CREDIT
TO THE MICROCREDIT SECTOR'
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BEHAVIOR OF INTEREST RATES OF MORTGAGE CREDIT
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BEHAVIOR OF CREDIT IN NATIONAL CURRENCY!
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BEHAVIOR OF CREDIT IN NATIONAL CURRENCY
TO THE MAJOR BUSINESS SECTOR!
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LARGE BANKS

CREDIT BEHAVIOR IN NATIONAL CURRENCY
TO THE LESSER BUSINESS SECTOR!
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BEHAVIOR OF CREDIT IN NATIONAL CURRENCY
TO THE CONSUMER SECTOR!
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BEHAVIOR OF CREDIT IN NATIONAL CURRENCY
TO THE MICROCREDIT SECTOR !
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FOR HOUSING'
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Figure A.5
DOLLARIZATION OF THE BANKING SYSTEM
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Figure A.6
STRUCTURE OF ASSETS AND INVESTMENTS OF THE BANKING SYSTEM!
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Figure A.7
LIQUIDITY OF THE BANKING SYSTEM!
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! The areas in light gray indicate an episode of contractive monetary policy (increase
in the monetary policy rate). The dark gray areas indicate an episode of expansive
monetary policy (decrease in the monetary policy rate).
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Figure A.7
LIQUIDITY OF THE BANKING SYSTEM!
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INTEREST RATE OF MONETARY POLICY AND OVERNIGHT INTEREST RATE, WEIGHTED AVERAGE OF REPO OPERATIONS

IN THE STOCK MARKET AND OVER-THE COUNTER INTER-BANK MARKET
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INDICATORS OF THE BANKING SYSTEM
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INDICATORS OF THE BANKING SYSTEM
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Annex C. Banking System Indicators
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The Relation Between Credit
and Business Cycles

in Central America
and the Dominican Republic

Francisco Ramirez

Abstract

This study provides evidence of therelation between credit and real activity in
Central America and the Dominican Republic (DR). The link between credit
and real activity is addressed for the case of a group of developing countries
with limited financial markets where bank credit is the main source of exter-
nal finance for the private sector. We compile information of credit to the pri-
vate sector and the aggregate economic activity for Costa Rica, El Salvador,
Honduras, Guatemala, Nicaragua and the DR. The data is analyzed using
simple statisticaltools (Granger causality tests and spectral analysis) toiden-
tify stylized facts on the credit-activity relation. We find a positiverelation be-
tween credit and real activity in frequencies associated to business cycles for
all countries. The credit-economic relation in cycles lasting 10 or more years
seems relevant in Costa Rica and the DR. There is evidence suggesting that
credit precedes economic activity at business cycles frequencies in Costa Rica,
ElSalvador, Honduras, Nicaragua andthe DR. Excluding Nicaragua, this
pattern is observed also in cycles over eight years for mentioned economies.
In case of Guatemala thereis no evidence of statistical precedence of credit to
economic activity.

Keywords: credit cycle, banking credit, business cycle, developing coun-
tries, Central America, Dominican Republic.
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1.INTRODUCTION

Since the beginning of the international financial crisisin 2007-2009
there hasbeenarenewedinterest onthelinkages of financial markets
and the real economy, as well as its implications towards the design
of monetary policy. In particular, there is a surge in macroeconom-
icliterature relating credit and business cycles and the role of cred-
it shocks on economic dynamics, both theoretical and empirical.

Ontheempiricalside, new evidence hasbeen collected ontherole
of the creditin different periods of expansion and recession gener-
allyassociated to business cycle frequenciesin advanced economies
(Helblingetal., 2010; Zhu, 2011; Busch, 2012; Chen etal., 2012; and
Claessens et al., 2011), emerging economies, and recently in Latin
America (Gémez-Gonzalez et al., 2013).

The purpose of thisstudyis to provide evidence of the relation be-
tween creditand realactivityin Central Americaand the Dominican
Republic (hereafter DR). We addressthe empirics of the link between
credit and real activity for the case of a group of developing coun-
tries with limited financial markets where bank credit is the main
source of external finance for the private sector. There has been a
rise on empiricalliterature analizing this phenomenain developed
and emerging countries, but with little attention to small develop-
ing economies. This paper seeks to fill that void in the literature.

Toreachthatgoal,Icompileinformation on credit to private sec-
torand fromaggregate economic activity for CostaRica, ElSalvador,
Honduras, Guatemala, Nicaraguaand the DR. The dataisanalyzed
using simple statistical tools to identify stylized facts on the credit-
activityrelation. First, Itely on cross correlations and Granger cau-
sality tests to learn about the statistical relation between these time
series and how the facts fit with conventional theories of credit-ou-
put linkages. In a second stage, spectral analysis decomposition
techniques are used to explore the link between credit and activity
indifferentfrequencies. Thatis, I estimate and classify by the order
ofimportance the type of cycles that best characterize each time se-
riesand inquire on which frequency the relation is verified. This is
relevant because, according to macroeconomic theory, credit has
animportantrole onrealfluctuationsat business cycles frequencies
(Kiyotaky and Moore, 1997; Bernanke et al., 1999; among others),
meaning that credit and economic activity data must show a high
covariance in these frequencies.
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Interms of the results, the study has mixed findings for the coun-
tries under analysis. First, I find a positive relation between credit
andrealactivityin frequencies associated to business cycles (thatis,
cycles between 1.5 and 8 years) for all countries. Second, the credit
and economic relation in cycles lasting 10 or more years seems rel-
evantin CostaRicaand the DR. Third, there is evidence suggesting
that credit precedes economic activity at business cycles frequen-
cies in Costa Rica, El Salvador, Honduras, Nicaragua and the DR.
Excluding Nicaragua, this pattern is observed also in cycles over
eightyears for mentioned economies. In case of Guatemala thereis
no evidence of statistical precedence of credit to economic activity.

Therestofthe documentis organized as follows. Section 2 resumes
the main theories of credit cycles and its implications for real eco-
nomicactivity;italso discussesrelated empiricalliterature. Section
3 provides adescription of dataand the empirical analysis. Section
4 states concluding remarks.

2. LITERATURE REVIEW

2.1 Theory

Theresearch’sinterest ontherole of credit cycles on economic fluc-
tuationsislong-standing. Different theories compete on what kind
of relation exists and if credit plays a passive or active role in the
generation of real cycles. For example, Hayek (1929) stated that re-
cessions are the result of credit cycles. A credit boom reduces inter-
estrates and increases investment relative to savings. The increase
in aggregate demand, given the higher levels of consumption and
investment pushes up consumer prices, making consumer goods
more profitable than producer goods, and in consequence, shifts
investment from producer goods to consumer goods, and eventu-
allyleading to recession.

Anotherauthorwho places creditin the core of economic fluctu-
ations is Minsky (1982). He has a theory associated with large busi-
ness cycles (more than fiveyears) and relates financialinnovation to
periodsofsteady growth that encouragerisk taking. In other words,
changesin financial markets are responsible for the economic con-
ditions in the medium term. The mechanism implies that an over-
heating economy will induce a tightening of monetary policy and
will eventually cause arecession.
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Recentresearch highlightstherelevance of thelinkages between
credit and assets prices. Brunner and Meztler (1990) incorporate
the credit market to the IS-LM model, and show that credit and as-
set price shocks are relevant sources of business cycle fluctuations.

Contemporarymacroeconomic theories of creditaddress the rela-
tion between financial marketsand the real economyat business cycle
frequencies, highlighting market imperfections such asasymmetric
information between agents as well as other financial frictions. Ac-
cordingto this approach, the credit market play the role of a propa-
gation mechanism of business cycles when the economyis affected by
shocks (Kiyotaki,1998; Kocherlakota, 2000). In other words, in this
literature the credit and financial markets have a peripherally role
that, given financial frictions, they are amplifying mechanisms of
macroeconomic fluctuations. The most popular mechanism of this
typeisthefinancialaccelerator developed by Bernanke etal. (1999)
who establish that, due to imperfectinformation in credit markets,
fluctuations in asset prices affect agent’s net worth and therefore
influences on its borrowing, investing and consuming capacities,
bringing more volatility to the economy. This mechanism has been
applied to open economies and emerging markets by Céspedes et
al. (2004), and Caballero and Krishnamurthy (1998).

2.2 Empirical Literature

Recent empiricalliterature on the relation between credit and eco-
nomic activity focuses on the role and weight that financial shocks
have played on the Great Recession for developed countries, theirim-
portance explaining global business cycles and lessons from emerg-
ing markets experience dealingwith real effects from financial crisis.

Helbling et al. (2010) analyze the role of credit shocks on glob-
al business cycles for the G7 economies. Using a VAR methodology
they conclude that in business cycle frequencies, credit has much
impact as productivity in explaining economic activity for this spe-
cificgroup of economies, that put together, account for almost 40%
of the global economy.

Claessensetal. (2011) studyin detail the interaction between busi-
ness and financial cycles using a database of 44 countries for a peri-
odthatspansb0years. They enumerate severalinteresting findings
aboutrecessions. First, financial cycles are often more pronounced
thanbusiness cycles, with deeper and more intense downturns than
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recessions. Second, recessions accompanied with financial disrup-
tions tend to be longer and deeper than other recessions. In partic-
ular, recessions associated with house price busts last significantly
longer than recessions without such disruptions, especifically by
some 1.5 quarters onaverage. Third, recessions with credit crunches
and house price busts result in significantly larger drops in output
and correspondingly greater cumulative output losses (more than
four percentage pointsin case of house price busts) relative to those
without such episodes. Recessions accompanied with equity busts
are also associated with significantly larger output declines than
recessions without the busts, although the typical cumulative loss
insuch arecession is somewhat smaller than in those recessions ac-
companied with a credit crunch or a house price bust.

Similar to howfinancial disruptionsareassociated with longerand
deeperrecessions, soarerecoveries associated with credit or house
price booms shorter and associated with stronger output growth.
Thespeed ofrecoveryisalsofaster for those episodesassociated with
financial booms. Recoveries with financial booms are not necessar-
ilyaccompanied with rapid growth on financial variables, reflecting
the persistance of financial downturns duringrecoveries. These re-
sultsindicate that changes in asset prices tend to playa critical role
in determining the duration and the cost of recessions as well as on
the strength of recoveries.

The study of credit-output relation distinguishing types of fre-
quencycycleshasbeen explored forthe United Statesand euroarea
economies. Chenetal. (2012) useamultivariate unobserved compo-
nents modelwith phaseshifts toanalyze theinteractions of financial
variables and output. They find that longer-run and business out-
putcyclesare correlated with assets prices, interestrates and credit.
However, Zhu (2011), using time and frequency-domain methods,
examinesthe credit-outputlinkand concludes that the cyclical rela-
tion between the twovariablesisweakin the United States, relatively
weakinJapan, andstronginthe euroarea. For Latin America, Reyes
etal. (2013) analyze the problem of interest and find that creditand
activity cycleswith duration between 1.25 toless eightyearsare more
volatile than medium size cycles (8 to 20 years) in Colombia, Chile
and Peru. In terms of causation, they document that credit precedes
activity, being negative in the case of short term cycles and positive
in medium term GDP fluctuations.
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3. DATA AND EMPIRICAL ANALYSIS

3.1 Data

This study uses monthly data to loans to the private sector by the
banking system as a measure of aggregate credit, and uses produc-
tion and economic activity indexes as an indicator of GDP or real
economicactivity. Datasourcesinclude the central banks of Central
Americaand the Dominican Republic aswell as the macroeconomic
database of the Consejo Monetario Centroamericano.

The choice of these datasets is based on two reasons. First, since
the financial sector in these countries is basically the banking sys-
tem, and there is no data available on internal finance or corporate
bond markets, the analysis restricts the definition of credit solely to
loansto the private sector. Second, monthlydatais used because GDP
time series in some of the countries are not available with enough
observations (Nicaragua) or exist only on an annual basis (Hondu-
ras); but for each of these countries there is a monthly measure of
production or economic activity that I use for convenience. Howev-
er, despite our gains from using this data, the sample sizes are not
the same for all countries.

Finally, all series are seasonally adjusted and deflated by the CPI
of each country. Figure 1 displays the evolution of logs of real private
sectorloansandreal economicactivity.The first prominent featureis
thesubstantial covariation betweenrealloansand economicactivity
for all countries despite the differences in variability around trend
behavior. Except for the DR and Nicaragua, where loan series show
sharp trend movements relative to real activity, all other countries
show aloan trend behavior similar to the trend of the real activity.

Table 1 analyzes more closely the statistic regularities between
bothseries. It provides somesstatistics for the series ofannual growth
of realloans and economic activity indexes.

Overall, real loans tend to grow at higher average annual rates
and displays more volatility than economic activity, with the excep-
tion of El Salvador. Real loans grow at rates that double the growth
of economic activity in Costa Rica, Guatemala and the Dominican
Republic; are nearly 1.3 times in the case of Honduras; and are rela-
tively equivalent in Nicaragua and El Salvador.
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DESCRIPTIVE STATISTICS OF ANNUAL GROWTH RATES
Percentages

Economic activity

index Real loans
Standard Standard
Countries  Average deviation Average deviation Sample
Costa Rica 4.7 3.8 9.7 10.5  Jan. 1992 - Dec. 2012
El Salvador 1.3 483 1.0 3.7  Dec. 2002 - Dec. 2012
Honduras 5.2 4.4 6.9 7.8  Dec. 2002 - Dec. 2012
Guatemala 3.3 3.1 7.1 6.5  Jan. 1996 - Dec. 2012
Nicaragua 3.2 4.4 3.5 10.1  Jan. 2007 — Dec. 2012
Dominican g g 3.9 9.2 14.7  Jan. 1992 - Dec. 2012

Republic

WhenIexamineacommonsample, 2007-2012, the period includ-
ing the international financial turmoil, excluding Guatemala and
the DR, there are nosubstantial changesin the behavior of observed
series. Inthe case of Guatemala, real loans become more volatile rel-
ative to activity and the DR shows the opposite behavior.

3.2 Empirical Analysis

3.2.1 Cross Correlation in the Time Domain

Inthissectionlanalize therelation betweenrealloansand economic
activity using cross correlation analysis. Cross correlation is a com-
mon tool of empirical analysis in macroeconomics, and consists of
estimating the correlation coefficients of an Xvariable with leads
and lags of a Yvariable. That is, the sample cross correlation coeffi-
cient of order kbetween Xand Yis:

C 7y(R)

114 F Ramirez



T-k

2 ((x =%)(3n=7)) /T k=0.12,..
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t=1

where y,, (k) is the cross covariance between Xand ¥, and 7,,(0)
(yyy (O)) is the variance of X (V).

If the coefficient of cross correlation is positive, it is said that X
and Y are procyclical, and if it is negative they are countercyclical.
Also, ifalarge correlation is observed with the k-th lag of X, that is
corr(x,_;, y,), thenitissaid that Xleads Y, or that the past values of
Xgive information of present values of Y. On the other hand, if the
maximum correlation is verified with the k-th lead of X, I conclude
that Xlags Y.

The computation of cross-correlation coefficients assumes that
the series are stationary, so I compute the coefficients using the an-
nualrates of growth of realloansand economicactivity. Inaddition,
Ireporttheresultswhen the cross correlations are computed using
Hodrick-Prescott filtered series. Table 2 shows the results for each
country specifying how sample sizes vary between them.

CROSS CORRELATIONS
Maximum correlation, number of months
leading(+) or lagging(-) real loans

Country Growth rate  HP filtered Sample
Costa Rica 0.33(+11) 0.31(-3) Jan. 1992 - Dec. 2012
El Salvador 0.56(+5) 0.39(+5) Dec. 2002 - Dec. 2012
Honduras 0.52(+2) 0.36(+5) Dec. 2002 - Dec. 2012
Guatemala 0.26(0) 0.17(0) Jan. 1996 — Dec. 2012
Nicaragua 0.45(+10) 0.30(0) Jan. 2007 — Dec. 2012

Dominican Republic 0.44(+6) 0.45(+2) Jan. 1992 - Dec. 2012
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According to Table 2, real loans evolve procyclically with eco-
nomic activity; however, it does not seem to be a variable that leads
the economic activity. When correlations are calculated using the
rates of growth, loans lags economic activity almost one year in the
case of Costa Rica and Nicaragua, and between two to six months
in ElSalvador, Honduras, and the DR. On the other hand, in Guate-
mala it seems to be a coincident variable, but with a low coefficient.

Results donot change when filtered variables are used instead of
the rates of growth. Only in Costa Rica past values of loans give in-
formation on present values of real activity, it does so with a three
month lag. In other countries loans lag economic activity by five
months, and they are coincidental in Guatemala and Nicaragua.

In conclusion, cross correlation analysis suggests a relation be-
tween the variables, but evidence indicates that real loans is a vari-
able driven by economic activity. Nevertheless, one characteristic
of our loan data is that it is composed of both new loans and also
amortization, implying that the growth does not reflect exclusively
the granting of new loans.

To further clarify the relation between real credit and activity, I
perform an analysis of statistical precedence. Table 3 shows Grang-
er causality tests among real loans and activity annual growth rates
with differentlags. Granger test points out thatrealloans precede the
behavior of activityin the DR, Guatemalaand Nicaragua, and shows
mixedresultsinthe case of Honduras. No evidence of Granger cau-
salityis found in Costa Ricaand ElSalvador.

3.2.2 Credit and Activity in the Frequency Domain

In this section I analyze the Relation using spectral analysis. There
are differenttheoriesregardingtherelation of creditand economic
activitydepending of the horizon on which therelationisanalyzed.
For example, as mentioned in the section 2, Misky (1982) establish-
es that financial innovations lead to relative large cycles of steady
growthandinducerisktaking, delivering aspiral of credit thatends
inarecession. Inthis case, one must expect that creditand econom-
ic activity are tightly correlated in frequencies associated to cycles
with a duration of 5 to 10 years.

Frequency or spectral analysis consist in the decomposition of
variability (in case of one variable) or covariability (in case of two or
more variables) in different frequencies. Thisapproach would shed
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GRANGER CAUSALITY TEST

Lags
Countries H, 2 4 8 12 24

Costa Rica Cr—»Y 0.66 0.38 1.17 1.23 1.18
Y -+ Cr 0.07 0.85 1.49 1.31 1.12
El Salvador Cr -» Y 0.48 0.34 0.89 0.91 1.39
Y -» Cr 2.12 1.12 1.23 1.26 1.66*
Honduras Cr—=»Y 2.05 3.00° 1.99° 2.08° 1.64°
Y- Cr  4.50° 2.20° 1.50 1.62¢ 1.81°
Guatemala Cr-»Y 2.04 0.81 0.69 1.77¢ 1.15
Y - Cr 0.09 0.39 0.86 0.82 1.33
Nicaragua Cr-»Y 0.54 1.02 1.70 1.822
Y -» Cr 0.48 0.39 0.93 1.38
Dominican (Cr—» Yy 14.10¢ 10.45¢ 5.952 5.13¢ 2.25¢
Republic " 400 1.80 163  1.67 1.16

Note: - does not Granger cause. Hy is rejected at * 1%, * 5%, and © 10 percent.

lightontheideaofwhetherthe evidence of correlation between the
two variables happens solely because of the duration of the cycle
thatitisanalyzed on.

Wefirst proceed showing an univariate analysis through the esti-
mation of the periodogram, whichisatoolthatdescribeshow much
variation of the series is accounted by the frequencies related with
each cycle. With this information, I visually explore if the distribu-
tion of variance across frequencies of each series shows any type of
correspondency. Next, I formalyanalyze the covariability of both se-
riesusingbivariate analysisin frequency domain, through the com-
puting of the coespectrum, the quadrature and the coherence, each
one gives anidea of the comovement of both series by frequency. Fi-
nally, Granger causality testin frequency domain is done by the test
proposed in Breitung and Candelon (2006).
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3.2.3 Univariate Analysis

Following Hamilton (1994), the sample periodogram or estimated
spectral density can be expressed as:

A 1 ][ L ’
3] sy(a)]) :%—T{{;yl cos[a)j(t—l)ﬂ [;yl sm[a)j(t—l)ﬂ },

where T'is the samplesize, and ; =27 j/T denotes the frequency,
and each frequencyisassociated to a specific period 27rj/a)j =T/j.
The number of cycle components (j)is bounded by cero and 7/2.
Figure 2 shows the periodogram of the annual rate of growth real
loans and economic for each country. The number of cycles is lim-
ited by the sample available. For Costa Rica and the Dominican Re-
public the longer cycle last almost 21 years, while in Guatemala, El
Salvador and Honduras last 17 and around 10 years, respectively.
Finally, Nicaraguahastheshortestsample (2007-2012), then its lon-
ger cycle last six years.

For all countries, most part of the variance of both series is con-
centrated at frequencies of 18-month cycles or more. Neglecting Ni-
caragua, nonegligible proportions of the variance of realloansand
activityisverified tobeinfrequencies over 96 months. Anotherreg-
ularity for these countriesisthatthe distribution of cyclesinside the
range classified as business cycle frequenciesis far from symetric. In
fact, relative large business cycles with at least 3.5 years of duration
dominate the distribution. This pattern is present on all countries,
exceptin Guatemala, whereagreat part of the variance of economic
activity growth is in frequencies of two-year cycles.

Judging for the amplitude of periodograms, credit cyclesare more
volatile and persistent than economic activity cycles, a pattern that
is observed mainly at very low frequencies. Finally, credit cycles do
notshowimportant cyclesatfrequencies higher than business cycles,
that means cycles in frequencies below 18 months.

Summarizing, the analysis of individual periodograms suggest
thatbothseries concentrate high levels of variabilityin frequencies
associated to business cycles, and the distribution of the variabil-
ityinside this type of cycles varies significantly across frequencies.
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PERIODGRAMS OF REAL LOAN AND ECONOMIC ACTIVITY INDEX,

BY COUNTRY
COSTA RICA EL SALVADOR
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Notes: Periodgrams are computed using the annual rates of growth of both variables
and conditional to the sample available for each country. The area between bars
shows frequencies asociated with business cycles (cycles of 18 to 96 months or 1.5 to
8 years), where the upper limit is given by L (cycles of 96 months) and the lower limit
is given by H (cycles of 18 months).
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3.2.4 Bivariate Analysis

Similar to cross correlation analysis, I can compute ameasure of the
bivariate relation between realloans and economic activity rates of
growthbyfrequency, andidentifythe cycleswhere thesevariablesare
most related to each other, if theyindeed are. Following Hamilton
(1994), the equivalent in spectral analysis of cross correlation is the
crossspectrumwhich, in the case of twovariables, canbe defined by:

n Sx ( ]) Qﬂk Z "(k) —zwk’

=—T+1

where ¢=+-1 and }/(k) is the covariance function at lag k, which is
given by:

B 7o' =7" = (v —E(x))(3 E(y))-

The cross spectrum can be rewritten in terms of two important
measures: the co-spectrum and the quadrature that are expressed
in equations 7 and 8 as:

n sx),(w):cxy (a))+i.qu (»),

1 !

o (0)=— y;k)cos(a)k),
’ 27 T "
3| 4y (0)= 2 N Tl%ﬁf) sin(wk).
=T+

The cospectrum gives anideaoftherelation of x and y ina phase,
thatis, the covariation in a determined type of cycle. Quadrature,
meanwhile, providesinformation on the linkages out of phase. With
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these measures, I can construct the coherence that summarizesthe
strength of correlation between two time series at selected frequen-
cies.Inotherwords, coherenceindicates the percentage share ofthe
variance between twotime seriesataparticular frequency. Equation
9 shows how to compute this indicator:

[ (@)] +[gy(0)]

5y (@) (@)

9] Jiny (@) =

Asumingthat s, and s,, aredifferentfromzero, and theseriesun-
deranalysisare stationary, the coherenceisbounded byzeroand one.

Figure 3 shows the estimated coherence for each countries. Ac-
cordingtothe coherence, the correlation varies significantlyacross
frequency. In business cycle frequencies (between 1.5 to 8 years) the
credit-economic activity relation is high (over 0.5) for El Salvador,
the Dominican Republic,and CostaRicainlessdegreein Guatemala
and Honduras,and notrelevantin the case of Nicaragua. For Guate-
malaand Honduras, credit-activity relation seems to be important
in cycles over 10 years, a pattern also observed in the DR and Costa
Rica; however, it is not different from business cycles frequencies.
Finally, although the series were seasonally adjusted, correlation on
frequencies below 1.5 years was found to be important.

Particular attention is given to what coherence is shown in fre-
quencies associated to business cycles, for its implication in terms
of monetary and macroprudencial policy issues. We can identify
that correlations are important in cycles between 1.5 to 3 years of
length, linked to what is known as a monetary policy horizon, for
Costa Rica, Honduras, Guatemala, Nicaragua, and the DR. On the
other hand, Costa Rica and El Salvador display high covariability
ofthe mentioned variables for cycles lasting four to five years, while
for Guatemala, the DR, and Honduras, for business cycles lasting
nearly 10 years.
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COHERENCE

COSTA RICA EL SALVADOR
1.0+ 1.0+
0.8 0.8+
$ 0.6 $ 0.6
g g
S 0.4 S 0.4
0.2+ 0.2
0.0 0.0
L H H
Frequency Frequency
GUATEMALA HONDURAS
1.0+ 1.0
0.8 0.8+
R ~ o
£ 06 g 0.6
s g
3 0.4 S 0.4+
0.2+ 0.2+
0.0 0.0
L H H
Frequency Frequency
NICARAGUA DOMINICAN REPUBLIC
1.0+ 1.0+
0.8 0.8+
S 0.6 S 0.6
g g
N <
S 0.4 S 0.4
0.2+ 0.2+
0.0 0.0
H L H
Frequency Frequency

Notes: The coherence is computed using the annual rates of growth of both variables
and conditional to the sample available for each country. The area between bars
shows frequencies asociated with business cycles (cycles of 18 to 96 months or 1.5 to
8 years), where the upper limit is given by L (cycles of 96 months) and the lower limit
is given by H (cycles of 18 months).
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3.2.5 Granger Causality Test in Frequency Domain

Insection 2Ishowed the results of the statistical precedence test be-
tween credit and activity, finding evidence for the DR, Guatemala,
and Nicaraguaandinlesser extent for Honduras. Now, Ianalyze the
statistical precedence by frequencythrough the Grangertestversion
of Breitung and Candelon (2006). The methodology consists in esti-
mate abivariate VAR using creditand economic activityindex, where
the order of the lagis obtained by the AIC criteria. Thatis,

m @(L)Y; =&,

where Yi= [activityt, creditt] isatwo dimensional vector with creditand
economicactivity; ®(L) =I1-0,L—-...-0 I isalagpolinominal of
order2x2,and g, isavector of structuralinnovations with E(st )=0

and E(g,¢/)=2 asthe positive definite variance-covariance matrix.
Assumingthe stationarity of the bivariate process, the moving-aver-
age representation is given by:

m Y, ZCD(L)TL,

where 7, = Bg, is the vector of reduced form residuals and B is a
lower diagonal matrix of the Cholesky decomposition BB=x".
O(L)=6(L)"' B! represents the reduce form coefficients that can
be partitioned as:

m Balt) (]

(DQI (L) (DQQ (L)

Based on 12, the spectral density of activity is:

m factivity = QL”{‘Q)H (e_iw )‘2 + ‘@12 (e_iw )r }
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From 13, Breitung and Candelon (2006) proposed the following
measure of Granger causality:

Mcredil—mclivily (CO) = IOg 1+

where the null hypotesis is that @y (e_i‘” ) =0, meaning that credit
does not cause activity at frequency . The evaluation of the pro-
posed hypotesisis based ona Wald test for each frequency. Figure 4
display the results with the Wald statistic critical value for each fre-
quencyrepresented by the dotted horizontal line.

Granger test results suggest that the relation of causation from
credit to activity is restricted to certain types of cycles. For Costa
Rica, El Salvador, Honduras, Guatemala and the DR there is evi-
dence that credit granger causes activity in cycles over eight years.
Also, this pattern is observed in business cycle frequencies for the
previously mentioned countriesand Nicaragua. In the case of Gua-
temala, I do not find evidence of granger causation in frequencies
associated with cycles between 1 and 4 years. In Honduras and El
Salvador creditis relevant to explain future values of activity, both
in short cycles between 1.5 to 3 years and relatively large cycles of 6
to 8years. Finally, in the DRand Nicaragua credit seems to precede
activity across frequencies linked to business cycles.
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4. CONCLUSION

Thisstudyaddresses therelation between creditand economic activ-
ityin Central Americaand the Dominican Republic. Using time and
frequencydomaintechniques, it exploresthelinkages between the
credit cycles and economic activity cycles. As a proxy of credit, this
paper usesaggregate loans to the private sectorinreal terms and as
a proxy of economic activity the economic activity index, both vari-
ables in monthly frequency.

Ifound that real loans and economic activity display different
types of cycles, standing out those known as business cycles (1.5to 8
years) and low frequency cycles. There is evidence of a positive rela-
tion between creditand real activitygrowthinfrequenciesassociated
to business cycles for all countries with the exception of Nicaragua
with correlation coefficients below 0.5.

According to the coherence, which measures the correlation by
frequencyamong creditand activity, I foundthat for Costa Ricaand
the DR this correlation is important in frequencies with cycles last-
ing 10 or more years.

Using a frequency version of Granger test, I identified evidence
suggesting that credit precedes economic activity business cycles
frequencies in Costa Rica, El Salvador, Honduras, Nicaragua and
the DR. Excluding Nicaragua, this patternisobserved alsoin cycles
lasting over eight years for these mentioned economies. In case of
Guatemala there is no evidence of statistical precedence of credit
to activity.

ANNEX

Replication Codes

Matlab Procedure to Compute Periodograms and Coherence
based on Hamilton (1994) Chapters 6 and 10.

clear all; close all; clc;

DATOS;

X =x—mean(x);

y=y-mean(y);

T=length(x);

t=(L:T)’;

126 F Ramirez



=T/ 2);
w=2%pi*j /T;
alpha=zeros(1,length(j));
delta=zeros(1,length(j));
a=zeros(1,length(j));
d=zeros(1,length(j));
forj=1:length(j)
alpha(j) = (2/T)*(sum(y.cos(w(j)*(i-1))));
delta(j) = (2/T)*(sum(y.*sin(w(j)*(t=1))));
a(j)=(2/T)*(sum(x.*cos(w(j)*(t-1))))
d(j) = (2/T)*(sum(x.*sin(w(j)*(t-1))))
%Periodogramas
sy(j) = (T/(8*pi))*(alpha(j) 2+ delta(j)A2);
sx(j) = (T/(8%pi)) () 2+ d()"2);
% Coespectro

)
’

exy(j) = (T/(8*pi))*(a(j)*alpha(j) + d(j)*delta(j));

%Cuadratura

qxy(j) = (T/(8*pi))*(d(j)*alpha(j) +a(j)*delta(j));

end
h=1;
m = (~h:h);
k= ((h+1-abs(m))/(h+1)"2);
Sy =sy’; sX = 85X '; CXy = CXy’; Xy = QXY ’;
syr=zeros(1l,length(w));
sxr=zeros(l,length(w));
cxyr=zeros(l,length(w));
gxyr=zeros(l,length(w));
for r=h:length(w)—-(h+1);
syr(r) =k*sy(r—(h-1):r+ (h+1),1);
sxr(r) =k*sx(r—(h-1):r+ (h+1),1);
cxyr(r) =k*cxy(r—(h-1):r + (h + 1),1);
gxyr(r) =k*qxy(r—(h-1):r+ (h+1),1); end
forj=1:length(w)
%Coherencia
hxy(j) = (cxyr()A2 + qxyr(1)A2)/(syr(i) sxr(j));
%Gain
R(j) = (exyr(j)A2 + qxyr(j)"2)N0.5;
%Phase
Q(j) = (-atan(gxyr(j) /exyr (i) /w(j):

end
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result= [sxr’ syr’ cxyr’ qxyr’ hxy’ R’ Q’w’];
figure
subplot(2,2,1), plot(w,sxr);
title(‘Spectrum X’)
subplot(2,2,2), plot(w,syr);
title(’Spectrum Y’) subplot(2,2,3),
plot(w,cxyr);
title("Co-spectrum XY”)
subplot(2,2,4), plot(w,qxyr);
title("Cudrature XY’)
figure
subplot(3,1,1),
plot(w,hxy);
title("Coherence XY’)
subplot(3,1,2), plot(w,R);
title("Gain XY)
subplot(3,1,3), plot(w,Q);
title("Phase XY”)

Matlab Functions for Granger Causality Test by Frequency
based on Breitung and Candelon (2006)’s Gauss codes
(Modified to consider specific types of cycles according
to sample size)

Important: This function is a Matlab version of Breitung and Can-

delon (2006) ’s Gauss codes availables on their websites. Copyright

J. Breitung and B. Candelon.

%INPUT: Y Txk matrix of data.
%1st column: Target variable
%?2nd column: Causing variable
%p number of lags
%OUTPUT: G 314 x 2 matrix where the 1st column contains
%frequencies and 2nd column: Wald test statistics
%This function compute the test function [wald] =granger(y,p,w)
[n,k] =size(y);
xstar =y(3:n,2)-2%cos(w)*y(2:n-1,2) +y(1:n-2,2);
x=horzcat(y(p:n—1,:),y(p—1:n-2,3));
if p>2;
i=1;
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while i<p—2;
x=horzcat(x,y(p—1-i:n-2-1,1));

ifk>2;
x=horzcat(x,y(p—1-i:n-2-1,3:k));
end
i=i+1;
end
end
i=1;
while i<=p—2;
x=horzcat(x,xstar(p—1-i:n—2-1));
i=i+1;
end

x=horzcat(x,ones(n—p,1));
[el,e2] =size(x);
depvar=y(p+1:n,l);
b=inv(x’*x)*x *depvar; u=depvarx*b; sig2 =u’*u; sig2 =sig2 /
(n-p-e2); varb =sig2*inv(x’*¥x); ind = vertcat(2,(k + 2));
wald =b(ind)’*inv(varb(ind,ind))*b(ind);
end
%This function uses the previous function
%to calculate the test for multiple frequencies.
function [wald,wstar] =tfreq(y,p)
T=length(y); t=(1:T)’;
j=T/2);
wstar =2%pi*j /T;
wald =zeros(314,2);
wstar=0.01;
=Lk
while wstar<3.14;
wald(j,1) =wstar;
wald(j,2) = granger(y,p,wstar);
wstar=wstar+0.01;
j=i*
end
end
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Abstract

In this chapter, we conduct an empirical study of fluctuation patters of regu-
latory capital buffers with respect to the business cycle for the 2001 to 2003
period with data of 18 countries and 456 Latin American and Caribbean
banks. We also present results for Argentina, Brazil, Mexico, Panama and
Venezuela. Ourresults show that, although the general intuition sustaining
the countercyclical approach of Basel Il capital buffers agrees with the data,
patterns vary across countries, being determining variables bank size, their
Sforms of organization and levels of competition in theregion’s banking systems.

Keywords: capital buffers, procyclicality, business cycle, Basel I1I, Latin
America.
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1.INTRODUCTION

2007 was confronted with combined efforts on several fronts.
On the one hand, restructuring and strengthening of the fi-
nancialregulatorysystem were undertaken onaglobalscale. Capital
was also injected and most of the major banks were partly national-
ized, aprocessthat hasnowbeen completelyreversed. Massive fiscal

r I Vhe financial crisis experienced by the world economy since

O. Carvallo <ocarvallo@cemla.org>, Deputy Manager of Financial Research, and
L. Jiménez, Director of Planning, CONSAR (this chapter was developed while she
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stimulus programswere introduced simultaneously, while demand
was boosted through extremely loose monetary policy around the
world.

Reforms that have been implemented in financial regulation in-
clude the new proposal for regulatory capital requirements (Basel
I1T), aswell asthe deep regulatory reformsimplemented in the United
States (Dodd-Frank Wall Street reform and Consumer Protection
Act, July2010) and the European Union (New European Regulatory
Framework approved by the European Commission in September
2010).!

Led by the G20, the Basel Committee generated a series of pro-
posals in 2008 that served as a basis, after along and arduous pro-
cess of international negotiations, for the new rules announced on
September 12, 2010. These regulations, known as Basel I1I, form part
ofthe international reform package and areaimed atachieving two
general goals: I)strengthen banks’ capital bases, demandingstricter
risk assessment, and 2) contribute to the global economic recovery
byintroducing standards that reduce the likelihood of a future cri-
sisand increase confidence in the financial system.

It combined both objectives by allowing forarelativelylong tran-
sition period, placing an upper limit on bank leverage and includ-
ing countercyclical measures in the proposal. The phase-in equity
strengthening arrangement that started on January 1, 2013, and
will end on January 1, 2019, aims to contribute to financial stability
over the long term, ensuring that banks can accommodate the new
requirements while underpinning the economic recovery through
bank credit. Although the adjustment in regulatory capital can ini-
tiallybe described asarestrictionarymeasure that could compromise
the recovery phase of the business cycle, it should not in principal
affect economic growth given its transitory nature.

The original consultative documents, Strengthening the Resilience
of the Banking Sector and International Framework for Liquidity Risk
Measurement, Standards and Monitoring (BCBS, 2009a and 2009b),

! Bill H.R. 4173: “To promote the financial stability of the United States

by improving accountability and transparency in the financial system,
to end ‘too big to fail,” to protect the American taxpayer by ending
bailouts, to protect consumers from abusive financial services practices,
and for other purposes,” United States Congress, July 2010. Jacques
de Larosiere (2009), The High-level Group on Financial Supervision in the
EU- Report, Brussels, February 25, 2009.
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introduce far-reaching reforms in the following areas: Raising the
quality, transparency and consistency of the capital base; enhanc-
ingrisk coverageandincreasing minimum standards;introducinga
maximum leverage ratio; reducing procyclicality of capital require-
ments; establishing anew globalliquidity standard, and increasing
the supervision of systemicallyimportantinstitutionsand markets.

Acommonvisioninalltheinitiativesisthatfinancial system regu-
lation should take into account the systemic risks deriving from the
increasing interconnectedness among financial markets and the
greater complexity arising from rapid technological innovation.
This new vision, announced as macrofinancialregulation, aims to
complement traditional microfinancialregulation, which, by itself,
will be insufficient to address the growing interconnectedness be-
tween financial institutions and markets, and between nonfinancial
institutionsand marketsand the financial sector, aswell asthe pres-
ence of shadow financial systems fueled by financialinnovationand
the evasion of microfinancial regulation. The emphasis on systemic
riskand macrofinancial regulation, coupled with associated compre-
hensive early warning systems, will be an enduring general charac-
teristic of bank and central bank regulation over the coming years.

1.1 Regarding Financial Procyclicality

Itisimportanttoask exactlywhatis meant by procyclicality. Reinhart
etal. (2011), who study the graduation of countries from episodes
of external debt default, inflation and banking crises, developed
the concept of graduation from procyclicality. In the same way, Frankel
et al. (2013) study graduation with respect to fiscal procyclicality,
while Shin and Shin (2011) analyze the procyclicality of monetary
aggregates, particularly, as regards noncore funding. Graduation
from procyclicality can be understood as the acquisition by agents
(betheycountries, banks, or governments) of the capacitytoreduce
therisk of recurring episodes of crisis, with either monetary, fiscal,
financial or external aggregates.

The financial cycle has also become more widely accepted in the
literature, understood as “self-reinforcing interactions between per-
ceptions of value, attitudes towards risk and financing constraints”
(Borio, 2014), which occursin cyclesthat have alower frequencythan
the business cycle, as well as the decoupling of money, saving and
credit. Likewise, theoretical models such as those of Kiyotaki and
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Moore (1997), and Adrian and Boyarchenko (2012) generate credit
and leverage cycles. Schularick and Taylor (2009) examine the be-
havior of credit, money, leverage and the balance sheets ofadvanced
economies’ bankingsystems, inboth the period before and after the
World War II. They find a structural change in leverage during the
latter period, accompanied byan acceleration of creditwithrespect
to GDP and money growth.

The literature reviewed on the graduation from procyclicality
and its determinants converges towards two factors: The impor-
tance of institutions (contracts and how to make them valid) and the
level of financialintegration of the economies. Forinstance, Gavin,
Hausmann et al. (1996), as well as Gavin and Perotti (1997), argue
thatlimited access to international capital markets determines the
likelihood of countries implementing countercyclical policies. In
the case of monetary cyclicity, works such as Shin and Shin (2011)
and Adrian and Shin (2010) highlight the role of financial integra-
tion in the rise of noncore funding, which ends up being related to
credit booms and systemic risk. Cetorelliand Goldberg (2012) find
thatinternational banks manageliquidity onaglobalscale, moving
resources across borders in response to local shocks, thereby con-
tributing to the propagation of such shocks. Bruno and Shin (2014)
formulate abankingand globalliquidity model where globalbanks
interact with their local peers. Leverage cycles arise determined
by the transmission of international financial conditions through
bank capital flows.

1.2 Basel IIT and the Regulatory Response to Procyclicality

The precrisisregulatoryframework, known as Basel II, was approved
only in 2004, and a majority of global banks were stillin the process
of implementing it when the international financial crisis broke
out in 2007. Basel IT was never able to legitimately test its regula-
tory potential. However, the severity of the crisis led to the convic-
tion that this framework was still insufficient to serve as a support
for the current international financial system. Some problems that
came to light were:

excessindebtednessamong consumers, firmsand banks them-
selves, whichinan environment of rampantrisk aversion trig-
gered generalized illiquidity and insolvencys;
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- contagion effectsamong sectors: The loss of some economic
sectors’ payment capacityled toareductionin payment capaci-
tyandindebtednessinothersectors, even onaglobalscale;and

+  banksexperiencedagreater need toraise capital preciselyat
times when capital markets were closing.

The latter effect, reflected in the so-called procyclicality of bank
capital buffers, hasaparticularly harmfulinteraction with the busi-
ness cycle. Capital buffers are banks’ holdings of regulatory capital
on top of minimum capital requirements. When banks donotaccu-
mulate capital reserves during economic upturns they can become
trapped with an insufficient level of capital during an economic
downturn. Under these circumstances, and to avoid excessive and
costly regulatory intervention, banks will have to adjust their capi-
talization levels. This adjustment tends to take place by reducing
assets, mainly loans, or by recomposing risk-weighted assets. Both
reactions tend to reduce the supply of bank credit, which accentu-
atesthe cycle. Another possible option istoraise new capital, which
becomes more costlyin recessions. Thus, anegative fluctuation be-
tween capital buffers and the business cycle is to be expected. This
cyclical behavior of regulatory capital buffers would therefore am-
plify the effect of GDP shocks (Repullo and Sudrez, 2013; Borio and
Zhu, 2012).

To reduce those cyclical effects, Basel III requires banks to in-
crease their capital buffers during economic expansions, through:
1) amandatory capital buffer of 2.5%, and 2) a discretionary counter-
cyclical capital buffer of 2.5% during periods of economic expansion.
While these proposals have been calibrated with datafromadvanced
economies, less evidence has been presented regarding the behav-
ior of capital buffersin emerging countries. This paperaimsto help
closethis gap bystudying the behavior of capital buffersin an emerg-
ingregion, Latin Americaand the Caribbean.

The empirical studyusesbank datafrom systemsoftheregionand
examines the link between capital buffers and the business cycle,
while controlling for the factors determining buffers mentioned in
the literature. The following section reviews these factors in light
of the literature. Section 3 presents the partial adjustment model
that serves as a framework for the empirical work. Section 4 shows
the data and results of the estimations. The final section gives the
conclusions. Our results show that, although the general thinking
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behind the Basel I1I proposal for countercyclical capital buffers is
based on the data, patterns varyacross countries with determining
variables being banksize and type, and levels of competition within
the region’s banking systems.

2. DETERMINANTS OF CAPITAL BUFFERS

Toidentifylinks that allow for explaining the behavior of capital bu-
ffershave been assessed differentindicators ontherelated banking
costs, which, following Fonseca and Gonzdlez (2010), can be classi-
fied into three categories: Cost of funding, cost of financial distress
and adjustment costs. Market power and regulation, since they con-
dition the size and direction of these costs, also form an important
part of the analysis.

With respect to adjustment costs, it is common in the literature
theideathat banks maintain sufficient buffers to take advantage of
unexpected investment opportunities or be able to withstand the
effects ofadverse shocks (Berger, 1995), especiallyiftheir capital ra-
tiois highly volatile. Larger capital buffers are also associated with
high penalties imposed for noncompliance with minimum capital
requirements or with significant costs for increasing capital.

As for costs of funding, Fonsecaand Gonzdlez (2010) argues that
bank shareholders’ incentives for increasing capital ratios will de-
pend onthe marginbetween the cost of funding and the cost of capi-
tal. Faced with asituation of high leverage shareholders willdemand
higher returns on capital given the greater risk. In the case of the
cost of funding, a situation of higher risk will increase the deposit
rate onlyifthereisno marketdiscipline, thatis, that the payment of
depositscannot be granted. In this case, theincreaseinthefunding
rate willlead shareholders to hold higher capital buffersin order to
avoid higher payments for funding; for this reason, a positive rela-
tion between the cost of fundingand capital buffersistobe expected.

Fonsecaand Gonzilez (2010) follows amethodology proposed by
Demirgiic-Kunt and Huizinga (2004) for measuring the cost of de-
posits, defined as the ratio of interest expenses to interest-bearing
debt minusthe governmentinterestrate. In contrast, asan approxi-
mate measure for the opportunity cost of capital, Ayuso etal. (2004)
include return on equity (ROE), with the prediction ofanegative re-
lation between ROE and the capital buffer.
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Regarding costs of financial distress, Keeley (1990) and Acharya
(1996) have placed emphasis on thelinkbetween the level of capital
maintained byaninstitution and its risk profile. The results suggest
that a decrease in the charter value of banks, as a consequence of
changesin competitive conditions, leadstoassuming greaterrisks,
and that high market power associated with large charter value re-
duces the incentives for taking risky decisions in order to maintain
said value at high levels. Following the logic that levels of competi-
tioninfluencerisk profile and capital buffers, Fonsecaand Gonzalez
(2010) included the Lerner index in their analysis as a measure of
banks’ market power.

Asanalternative measure for market power, Boone (2008) intro-
duces anew approximation based on firms’ profits. The idea is that
the effect of an increase in the level of competition in an industry
onaspecific firm depends on how efficient itis: Theless efficient its
operation the greater the impact. If efficiency is defined as the ca-
pacity to produce the same number of products at lower costs, then
acomparison of the profits ofan efficient firm with those of aless ef-
ficient one providesinformation on the level of competition in that
industry. The more competitive the market, the stronger the relation
between efficiency differences and profit differences.

In general, most international empirical evidence for advanced
economies and some emerging ones points towards a negative fluc-
tuation between capital buffers and the business cycle.? Some stud-
ies, however, record varying cyclical patterns. For instance, Jokipii
and Milne (2008) study the systems of the European Union, as well
as the so-called recent member states, EUL5 and EU25, separately.
The authors found that the capital buffers of savings, commercial,
andlarge banksfluctuate negatively, while those of cooperative and
smaller banks do so positively. Fonsecaand Gonzales (2010) find dif-
fering patternsamongadvanced and emerging economies, aswell as
within theirrespective bankingsystems. Carvallo etal. (2015), study-
ing the cyclical patterns of capital buffers in Latin America and the
Caribbean, found variations between the signsassociated to the busi-
ness cycle across countries when specific bank variables were used.

2 See Ayuso et al. (for Spain, 2004), Lindquist (Norway, 2004), Bikker
and Metzemakers (world, 2004), Stoltz and Wedow (Germany, 2006),
Garcia Suaza et al. (Colombia, 2012), Tabak (Brazil, 2011) and Shim
(United States, 2013).
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Finally, Barth, Caprioand Levine (2004) have soughtto determine
the effects supervision and regulation practices have on banking
sector efficiency, fragility and development. They found evidence
of therelationship between the performance of banks and thistype
ofindicators.

3. EMPIRICALMODEL

The estimation through the difference generalized method of mo-
ments (difference GMM) in dynamic groups, developed by Arellano
and Bond (1991), allows for optimally exploiting three questions of
importance to this work: I)the presence of unobservable bank-spe-
cificeffectsthatare eliminated by taking first differences for all the
variables; 2)the autoregressive processin the data, thatis, theneed
to use lagged dependent variables in the model to capture the dy-
namic nature of capital buffers, and 3) the possibility of having not
strictly exogenous explanatory variables. This therefore solves the
problem oflikely endogeneity derived from the inclusion ofalagged
dependent variable term (BUF;;) in the model.

Nevertheless, the estimator developed by Arellano and Bond
(1991) assumes that all the explicative variables are potentially re-
lated to individual effects, meaning that, when instruments are
available that are not related, the data they could provide in levels
on the behavior of relevant variables is lost. One scheme capable of
extracting variables’ information in levels is presented in Arellano
and Bover (1995), which applies a GMM estimator in first differenc-
es to the system GMM estimator. Blundell and Bond (1998) present
the restrictions that justify employing a system GMM estimator that
uses variables in levels as instruments for equations in first differ-
ences and provide a more flexible variance-covariance structure.
They also demonstrate that there is an efficiency gain in the use of
the referred estimator.

Blundelland Bond (1998) characterize the problem of instrument
weakness linked to the estimator of Arellano and Bond (1991) and
show that this can be avoided by using the system GMM estimator.
Takingthese factorsintoaccount, atwo-step system GMM estimator
was chosen for this work.

Inlinewith the previousreferences (Carvalloetal., 2015; Fonseca
and Gonzalez, 2010; Ayuso etal., 2004, and Jokipiiand Milne, 2008),
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this paper proposesapartialadjustment model to explain the effects
of the business cycle on bank capital buffers as follows:

BUF,, =0 + 0o, BUF,,_; +0sCYCLE, +8X;, +1; +u;,.

Here, BUF;, represents the bank’s capital buffer ¢ at time ¢ and
the associated coefficient a, reflects adjustment costs, 7, is associ-
ated with specific factors that affect the formation of each bank’s
capital and u;,is the independent error term with zero mean. The
CYCLE, variable is a measure of the business cycle at time ¢, in such
way thatthesign of coefficient a, providesinformation onwhether
capital buffer fluctuations are negative or positive with respect to
the economic activity indicator.

In order to find the group of specific variables for bank iat time ¢
that correctly describe the behavior of the capital buffer, this paper
proposes different X;, vectors, taking into account the relations de-
scribed previously.

4. DATAAND EMPIRICAL RESULTS

The results presented in this study were obtained with data from
Bankscope for the banks, and from the World Bank for regulatory
and financial development databases, and cover the 2001 to 2013
period. In the regional sphere, the results include data on 18 coun-
triesand 456 banks. Resultsarealso presented for Argentina, Brazil,
Mexico, Panama and Venezuela. This results in an unbalanced set
of databecause duringthe period considered some of the banksbe-
gan operating while others stopped doing so. Annex A presents de-
scriptive statistics of the bank variables used in the estimation. The
dependentvariable and explicative variablesstatisticsare shownin
Table A and, described in Table 1.

Controls for bank size were also included. In accordance with
that presented in Ayuso et al. (2004), a binary variable (SizeCo) was
generated with a value of one for banks whose size is above the 75th
percentile in their country in order to test the common hypothesis
thatlarge bankstend to hold lowerlevels of capital since theybelieve
theyare too bigto fail. The significance of the interaction between this
variable associated to GDP growth (GDPG) is also measured.
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DEFINITIONS

Variable Definition’ Sources

Capital buffer Amount of banks’ capital ratio above the MCR,? BM,

(BUF) minimum capital requirement (MCR).?  TCR,
Bank capital is approximated by the Bankscope
total capital ratio (TCR) variable.

Bank size (SIZE) Calculated based on the natural Bankscope
logarithm of the total Bankscope assets
variable.
Profit, return As in previous literature, return over
over average equity (ROE) is used, and is taken here
asset (ROAA) as the opportunity cost of capital.
Loan loss A measure of the amount of reserves

reserve / gross banks maintain to face possible losses

loans (LLRGL) in their portfolios and used as an
indicator of the risk detected by each
institution.

Business cycle The economic growth indicator (GDPG) World Bank
(CYCLE) is used as a reference for the business
cycle and its coefficient provides
information on the procyclicality

looked for.
Boone indicator Calculated as the elasticity of profit
(BOONE) to marginal costs. An increase

in the Boone indicator implies a
deterioration of the competitive
conduct of financial intermediaries.

Overall capital ~ Indicates whether the capital
stringency requirement reflects certain elements
(ocs) of risk and reduces some losses in

the market value of capital before
determining the adequate minimum

capital.

Official Indicator of whether supervisory
supervisory authorities have the power to take
power (OSP) specific actions to prevent and correct

problems.

Money and quasi Includes bills and coins held by the
money (MCM) public, checking accounts held by
residents of the country, current
account deposits, residents’ bank
deposits, public and private securities
held by residents and retirement
funds.
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Variable Definition’ Sources

Private Measures whether there are incentives
monitoring or capacity for private oversight of
index (PMI) firms. High values indicate more

private monitoring.

Overall Reflects the sum of: 1) securities’
restrictions activities, defined as the degree
on banking in which banks can participate in
activities securities’ subscription, brokerage
(ORBA) and operations, and all aspects of the

mutual funds industry; 2) insurance
activities, which measures the degree
in which banks can participate in the
subscription and sale of insurance,
and 3)real estate activities, defined
as the degree of participation banks
can access in real estate investment,
development and management.

Bank accounting Reflects whether the income statement
(BACC) includes accrued or unpaid interest or
principal on nonperforming loans and
when banks are required to produce
consolidated financial statements.

Limitations Specifies whether foreign banks can own
on foreign national banks or if they can enter a
bank entry/ country’s banking industry.
ownership
(LFBEO)

Funding with Measures the degree of moral hazard.
insured

deposits (FID)

Foreign-owned  The extent of foreign ownership in the
banks (FOB) banking system.

! Supervision and regulation definitions follow Barth et al. (2004).

? Defined according to Jokipii and Milne (2008).

? MCR was obtained from the World Bank’s Bank Regulation and Supervision
Surveys for 2000, 2003, 2007 and 2012.

* Ayuso et al. (2004); includes return on equity (ROE) with expectations of a
negative relations between this and the capital buffer.
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The analysis considers commercial, cooperative, savings, real es-
tate, and mortgage banks. In the same way, as in Jokipii and Milne
(2008), binary variables were created for the type of specialization
to identify deviations by type of bank. The significance of interac-
tions between these binary variables and GDPG are also calculated.

Table 2 presentstheresults of the estimation of Equation 1, consid-
eringallthe countries of the region forwhichinformationisavailable
and different formulations for the vector X;,, including only those
variables thatwere generallysignificant. The results of the Arellano-
Bond and Hansen tests are presented to verify the validity of the in-
struments and that there is no serial correlationin the error term.

It can be seen that for each specification, the coefficient describ-
ing the relation between the growth of GPIB, and capital buffers is
significant and negative, in such way that there is evidence, consid-
eringthe five different models, of anegative fluctuation with respect
tothebusiness cycleifthe 18 countries of the region are considered.

Asforadjustment costs denoted by BUF;, it shows that such costs
aresignificantintheregion, and if we consider the models that con-
tainjustonelevel oflag, the resultsare comparable to those obtained
in Carvallo et al. (2015). The latter argues that this coefficient also
provides information on the speed of adjustment, the closer it be-
ingto zero, the faster the recovery of capital. It can be said that, tak-
ing into account all the countries, access to capital is relatively fast
in the region.

The results of the variable SIZE, are significant and negative for
three formulas. In this case, theyindicate that bankssize is inversely
related to the capital buffer, which is consistent with the too big to fail
hypothesis since the provisions that induce banks to maintain high
levels of capital decrease as their size increases.

Coefficients associated ROAA,; that are positive and significant,
indicate that when profitabilityamong Latin American banksincrea-
ses they tend to raise their capital buffer levels. As would be expec-
ted, the most profitable banks have amore solid base for the growth
of their capital. With respect to LLR;, which has a positive and signi-
ficant coefficient in some of the regressions, itindicates a tendency
toincrease capital buffers when large losses are expected.

The positive and significant coefficients associated to the Boone
indicator reflect the fact that in the face of deteriorating competi-
tive conditions, capital buffers increase. According to theory, this
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is related with a change in bank risk profiles, therefore validating
the charter value hypothesis.

Estimations for the variables OCS; and OSP,, by being negative and
significant, show that capital buffers are smaller in the face of more
stringentregulation or more powerful regulatoryauthorities. This
behavior mightberelated to the fact that the more closelymonitored
institutionsare, the more confident they become about their capital
and theystop taking precautionary measures beyond the minimum
ones. More stringent regulation would therefore be acting asa sub-
stitute in the prudential role of buffers.

To identify the specific characteristics of the behavior of capital
buffers in the region, the first model shown in Table 2 was estimat-
ed takinginto account the type of specialization and relative size of
abank within its country of origin, as well as the respective interac-
tions with the business cycle. Table 3 presents the results.

Thereare twosignificantresultswithrespectto thisnew group of
models. First, the coefficient of the binary variable for large banks
and theirrespectiveinteractionwith the cycleissignificantand nega-
tive, which provides further evidence of the too bigto fail hypothesis.
Those banks that are relatively large within their national markets
tend to hold less capital buffers than the rest. Likewise, the magni-
tude of the size coefficient interacting with the cycle is greater than
the one associated to the remaining banks. Second, the significant
and positive result of the binary variable associated with savings
banks indicates that these tend to behave positively with the cycle.
Said banksalso have larger buffersthanthe other banks, which could
be associated with a more conservative profile of this bank group.

To identify specific relations for some countries of the region,
estimations were made for Argentina, Brazil, Mexico, Panamaand
Venezuela, whichare shownin Table 4. This groupisrepresentative,
regarding dimensionand heterogeneity, of the region’sbanking sys-
tems. A sample was available for the five countries that was adapted
tothe methodologyand specification adopted for the country envi-
ronment. It can be seen how the countercyclical behavior detected
intheregion continues, exceptinthe case of Brazil. With respect to
adjustment costsand the speed of accessto capital, there are signifi-
cantdifferencesacross countries. Argentinaand Mexico forinstance
exhibit easieraccessto capitalthantherestofthe group.Inthesame
way, asfortheregionasawhole, itcan beseenthatbanksizeisavery
significant variable for the movement of capital buffers. As for the
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LATIN AMERICA AND THE CARIBBEAN:

RESULTS OF ESTIMATIONS

Variable MI_LA M2 LA M3 LA M4 LA M5 LA
GPIB, -0.406°  —0.224°  -0.092*  -0.415°  -0.093"
(0.06) (0.06) (0.05) (0.06) (0.04)
BUF.| 0.178¢ 0.175¢ 0.731¢ 0.185¢ 0.759¢
(0.01) (0.01) (0.02) (0.01) (0.02)
BUF9 0.034 0.087*
(0.02) (0.02)
SIZE, -2.797¢  -2.886c  -0.121 ~2.848°  -0.156
(0.21) (0.25) (0.13) (0.19) (0.14)
ROAA, 0.941¢ 0.154 0.862¢ 0.121
(0.10) (0.10) (0.11) (0.10)
LLR, 0.337° 0.213 0.253" 0.228 0.218¢
(0.15) (0.21) (0.08) (0.16) (0.06)
BOONE, 35.600°  87.874  14.784>  33.240c  13.188"
(9.20) (9.40) (5.30) (7.42) (4.87)
0CS, -0.851>  -0.970°  -0.325 ~0.889°  —0.082
(0.32) (0.35) (0.18) (0.26) (0.17)
OSP, 0.04 0.121 -0.282¢
(0.23) (0.23) (0.11)
CF, -0.016°  —0.005*  —0.002 -0.006*
(0.00) (0.00) (0.00) (0.00)
MCM, -0.001 0.034
(0.02) (0.02)
Constant 54.036°  41.632¢ 9.455 41.799¢  -28.247"
(5.97) (5.42) (3.80) (3.41)  (10.83)
N 700 646 525 760 634
j 74 79 75 73 75
Hansen 55.556 60.312 39.017 51.613 492.412
Hansen p 0.454 0.228 0.959 0.528 0.91
ARI1 -1.364 -1.754 -9.784 -1.675 -1.898
AR1p 0.173 0.079 0.005 0.094 0.058
AR2 0.119 0.08 -1.211 0.639 ~0.644
AR2)p 0.905 0.987 0.226 0.523 0.52

Note: Standard errors in parenthesis. *p < 0.05; *p < 0.01; °p < 0.001.

146  O. Carvallo, L. Jiménez



LATIN AMERICA AND THE CARIBBEAN:
RESULTS OF MODEL 1 ESTIMATION

Variable MI_LA M2 LA M3 LA M4_LA M5_LA
GPIB; -0.406c  -0.360c  -0.270°  -0.397¢  -0.411¢
(0.06) (0.06) (0.08) (0.06) (0.06)
BUF-1 0.178¢ 0.189¢ 0.207¢ 0.179¢ 0.183¢
(0.01) (0.01) (0.02) (0.01) (0.01)
SIZE —2.797¢ -2.822¢  -2.861°
(0.21) (0.21) (0.22)
ROAA 0.941¢ 0.874¢ 0.889¢ 0.949¢ 0.968¢
(0.10) (0.12) (0.12) (0.10) (0.12)
LLR, 0.337¢ 0.465° 0.594¢ 0.329° 0.391°
(0.15) (0.14) (0.15) (0.15) (0.15)
BOONE; 35.690¢  33.697<  44.021¢  35.536°  39.858¢
(9.20) (9.36) (9.76) (9.22) (9.12)
OCS, -0.851" 0.463  —-0.953> -0.853> -0.939"
(0.32) (0.33) (0.32) (0.32) (0.32)
OSP; -0.04 0.3 0.17 0.012 0.049
(0.23) (0.22) (0.22) (0.23) (0.23)
SizeCoy =5.721¢
(0.59)
SizeCo*GPIB -0.310°
(0.10)
Cooperative banks -0.013
(2.94)
Savings banks 6.792¢
(1.16)
CoopBanks*GPIB -0.161
SavingsBanks (0.61)
*GPIB
Constant 54.036¢ 7.27 4.864 53.844c  43.272¢
(5.97) (3.93) (2.51) (6.13) (4.70)
N 700 700 700 700 700
j 74 74 74 76 76
Hansen 55.556 51.203 56.223 56.789 60.204
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Variable MI_LA M2_LA M3_LA M4 _LA M5 LA

Hansen p 0.454 0.62 0.429 0.408 0.293
ARI1 -1.364 -1.317 -1.288 -1.367 -1.388
AR1p 0.173 0.188 0.198 0.172 0.165
AR2 0.119 -0.224 0.358 0.088 0.159
AR2p 0.905 0.823 0.72 0.93 0.874

Note: Standard errors in parenthesis. *p < 0.05; *p < 0.01; p < 0.001.

LATIN AMERICA: RESULTS BY COUNTRY FOR MODEL 1 ESTIMATION

Variable Argentina Brazil Mexico Panama  Venezuela

GPIB, -0.195 0.347¢ —-0.110¢ -0.031 -0.044
(0.17) (0.01) (0.02) (0.02) (0.03)

BUF-| 0.525¢ 0.205¢ 0.668¢ 0.282¢ 0.279¢
(0.05) (0.00) (0.01) (0.01) (0.04)

SIZE -1.3 —-2.544c¢ -1.278¢ -1.658¢ —4.286¢
(1.16) (0.08) (0.18) (0.09) (0.44)

ROAA, -1.976 -0.398¢ 0.463¢ 0.613¢ 1.551¢
(0.94) (0.01) (0.04) (0.00) (0.11)

LLR¢ -1.277¢ -0.235¢ 0.1172 1.557¢ 0.932¢
(0.55) (0.01) (0.05) (0.04) (0.06)

Constant 17.137 46.720¢ 21.723¢ 26.006¢ 58.155¢
(18.98) (1.09) (2.91) (1.05) (6.93)

N 41 806 191 214 165
j 13 82 40 76 78
Hansen 3.574 83.479 26.885 32.712 23.395
Hansen p 0.827 0.261 0.802 1.000 1.000
ARI1 -1.660 -1.725 -1.777 -1.405 -2.495
AR1p 0.097 0.085 0.076 0.160 0.013
AR2 -1.332 -1.352 -1.228 0.854 -0.551
AR2p 0.183 0.177 0.220 0.393 0.581

Note: Standard errors in parenthesis. *p < 0.05; *p < 0.01; p < 0.001.
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LLR, and ROAA, indicators, Brazil exhibits the opposite behavior to
the other countries by showing a decrease in capital buffers in re-
sponse to an increase in profits and expected losses.

Tables 1 to 4in Annex B show some results of robustness and dif-
ferentiaton of results. Table B.1 presents the results of replacing
the binary variable of relative size within the country with that of
size in absolute terms. It is significant that the largest banks tend to
have smaller capital buffers, confirming the previous results relat-
ed to the too large to failhypothesis. Table B.2 shows the interaction
between the size variable and GPIB;, which is significant for Brazil,
Mexico and Panama. For these countries, not onlylarge banks have
asignificant negative fluctuation with the cycle, but the signand the
significance also change for the other banks. Table B.3 presents the
results of including binaryvariables by type of bank specialization.
It is interesting that in Brazil cooperative banks follow a counter-
cyclical behavior, while in Panama savings banks exhibit a positive
fluctuationregarding capital buffers. Table B.4. shows the results of
includinginteractions between the binaryvariables by type of bank
specialization and GPIB..

5. CONCLUSIONS

In this paper, we conducted an empirical study of regulatory capital
buffers’ fluctuation patterns with respect to the business cycle for
the 2001 to 2013 period using data of 18 countries and 456 Latina
American and Caribbean banks. Results are also presented for
Argentina, Brazil, Mexico, Panamaand Venezuela.

Ourresults show that, although the general thinking behind the
Basel ITI countercyclical capital buffer proposal is based on data,
patternsvaryacross countries. It can be seen that for each different
specification the coefficient describing the relation between GPIB,
and capital buffersissignificantand negative, meaning thereis evi-
dence, consideringthe five different models, ofanegative fluctuation
withrespecttothe cycleifthe 18 countries of theregion are takeninto
account. With respect to adjustment costs associated to the lagged
variable BUF;-1, said costs are shown to be significantin the region.

Among the variables that differentiate cyclical patters and the
level of buffers are bank size, forms of organization and levels of
competitiveness in the region’s banking systems. In general, the
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most profitable and riskiest banks tend to hold more buffers. Savings
banks seem to be more prudent in their cyclical behavior and the
largest banks have smaller capital buffers. Lower levels of competi-
tion are associated to bankswith higher bufferlevels. More stringent
bankingregulationintheregionseemstoserveasasubstitute for buf-
fers, while tending to decrease their levels.

Thus, although, in the aggregate, banks of the region present a
negative fluctuation with the cycle, whichisin line with the proposal
of Basel II1, there are different patterns when the data is examined
and disaggregated in the setting of countries, size and form of organi-
zation. This differentiation in the cyclical patterns of capital buffers
leads to a more tailored calibration of countercyclical capital buffer
requirements, particularly, in their discretionary behavior.

ANNEXES

Annex A
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Annex B

LATIN AMERICA: RESULTS BY COUNTRY FOR MODEL 1
WITH BINARY VARIABLE FOR 25% OF THE LARGEST BANKS

Variable Argentina Brazil Mexico Panama Venezuela
GPIB; -0.161 0.300¢ —0.091¢ —0.048¢ -0.217¢
(0.22) (0.01) (0.02) (0.01) (0.02)

BUF -1 0.512¢ 0.235¢ 0.685¢ 0.305¢ 0.229¢
(0.06) (0.00) (0.00) (0.01) (0.02)

SizeCoy 5.881 -6.917¢ -2.134¢ —2.594¢ —6.373¢
(5.71) (0.22) (0.30) (0.21) (0.44)

ROAA 2.045 -0.338¢ 0.186¢ 0.676¢ 1.985¢
(1.00) (0.01) (0.03) (0.00) (0.13)

LLR¢ -1.447> -0.166¢ 0.136¢ 1.649¢ 1.142¢
(0.59) (0.01) (0.04) (0.03) (0.06)

Constant -1.91 11.992¢ 3.024¢ 3.900¢ -2.648*
(6.81) (0.09) (0.31) (0.19) (1.05)

N 41 806 191 214 165
j 13 82 40 76 78
Hansen 3.317 85.999 27.926 30.190 18.472
Hansen p 0.854 0.203 0.759 1.000 1.000
AR1 -1.442 -1.669 -1.804 -1.408 -1.353
AR1p 0.149 0.095 0.071 0.159 0.176
AR2 -1.335 -1.298 -1.161 0.858 -0.592
AR2p 0.182 0.194 0.246 0.391 0.554

Note: Standard errors in parenthesis. *p < 0.05; °p < 0.01; °p < 0.001.
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LATIN AMERICA: RESULTS BY COUNTRY FOR MODEL 1
WITH INTERACTION BETWEEN BINARY VARIABLE
FOR 25% OF THE LARGEST BANKS AND GDP

Variable Argentina Brazil Mexico Panama  Venezuela

GPIB, -0.854 0.794¢ -0.061 0.064" -0.274¢

(0.66) (0.01) (0.04) (0.02) (0.05)
BUF- 0.508¢ 0.243¢ 0.695¢ 0.315¢ 0.292¢

(0.06) (0.00) (0.00) (0.00) (0.02)
SizeCo*GPIB  —0.685 -1.417¢ -0.216¢ =0.290¢ 0.048

(0.71) (0.04) (0.05) (0.02) (0.05)
ROAA¢ -2.035 -0.330¢ 0.134¢ 0.657¢ 2.020¢

(0.99) (0.00) (0.02) (0.01) (0.10)
LLR¢ -1.447: -0.150¢ 0.155¢ 1.594¢ 1.137¢

(0.60) (0.01) (0.04) (0.04) (0.09)
Constant -3.833 9.425¢ 2.145¢ 2.857¢ -6.488¢

(2.99) (0.11) (0.24) (0.26) (0.71)
N 41 806 191 214 165
j 13 32 40 76 78
Hansen 3.23 92.20 27.25 31.37 18.42
Hansen p 0.863 0.100 0.787 1.000 1.000
AR1 -1.321 -1.680 -1.809 -1.434 -1.460
AR1p 0.186 0.093 0.070 0.152 0.144
AR2 -1.340 -1.371 -1.153 0.817 -0.744
AR2p 0.180 0.170 0.249 0.414 0.457

Note: Standard errors in parenthesis. *p < 0.05; °p < 0.01; p < 0.001.
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LATIN AMERICA: RESULTS BY COUNTRY FOR MODEL 1 WITH
SPECIALIZATION BINARY VARIABLE OF COOPERATIVE AND

SAVINGS BANKS
Variable Argentina Brazil Mexico Panama  Venezuela
GPIB, -0.223 0.342¢ -0.132¢ -0.026¢ -0.303¢
(0.19) (0.01) (0.03) (0.01) (0.02)
BUF-1 0.442¢ 0.257¢ 0.677¢ 0.359¢ 0.290¢
(0.06) (0.00) (0.01) (0.00) (0.02)
ROAA, 1.916 -0.304¢ 0.171¢ 0.602¢ 1.974¢
(1.27) (0.01) (0.04) (0.00) (0.07)
LLR, -0.876 -0.149¢ 0.307" 1.525¢ 1.047¢
(0.68) (0.01) (0.10) (0.02) (0.11)
Cooperative ~ —9.092 —7.544¢ -0.847
banks (8.36) (0.75)  (11.20)
Savings -24.836 1.870¢ 0.704
banks (16.79) (0.11) (2.86)
Constant 1.663 9.420¢ 1.881¢ 2.145¢ -5.941¢
(3.53) (0.10) (0.41) (0.08) (0.69)
N 41 806 191 214 165
i 13 82 41 76 78
Hansen 4.699 91.505 25.906 31.633 17.526
Hansen p 0.697 0.109 0.839 1.000 1.000
AR1 -1.676 -1.635 -1.783 -1.470 -1.339
AR1p 0.094 0.102 0.075 0.142 0.181
AR2 -1.278 -1.309 -1.071 0.888 -0.742
AR2p 0.201 0.190 0.284 0.375 0.458

Note: Standard errors in parenthesis. *p < 0.05; °p < 0.01; p < 0.001.
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LATIN AMERICA: RESULTS BY COUNTRY FOR MODEL 1 WITH
INTERACTION BETWEEN THE SPECIALIZATION BINARY
VARIABLE FOR COOPERATIVE AND SAVINGS BANK AND GDP

Note: Standard errors in parenthesis. *p < 0.05; *p < 0.01; p < 0.001.

Variable Argentina  Brazil Mexico  Panama  Venezuela
GPIB, -0.224 0.375¢  -0.168  -0.042< -0.311¢
(0.19) (0.01) (0.02) (0.01) (0.02)
BUF— 0.439¢ 0.257¢ 0.693¢ 0.356¢ 0.290¢
(0.06) (0.00) (0.00) (0.00) (0.02)
ROAA; -1.901  -0.301° 0.126¢ 0.606¢ 1.961¢
(1.25) (0.01) (0.02) (0.00) (0.07)
LLR; 0.906  —-0.145¢ 0.139¢ 1.548¢ 1.059¢
(0.67) (0.01) (0.04) (0.02) (0.11)
CoopBanks*GPIB  1.076  -1.496¢ 0.450¢
(0.98) (0.19) (0.06)
SavingsBanks -0.025 0.212¢ 0.122
*GPIB (0.06) (0.04) (0.24)
Constant 1.805 9.278¢ 2.176¢ 2.269¢  -5.832¢
(3.49) (0.09) (0.20) (0.16) (0.71)
N 41 806 191 214 165
j 13 82 41 76 78
Hansen 4.681 93.096 27.105 33.314 17.196
Hansen p 0.699 0.089 0.793 1.000 1.000
AR1 -1.689 -1.640 -1.808 -1.464 -1.344
AR1p 0.091 0.101 0.071 0.143 0.179
AR2 -1.277 -1.311 -1.205 0.891 -0.745
AR2p 0.202 0.190 0.228 0.373 0.456
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Targeting Long-term Rates

in a Model with Financial
Frictions and Regime Switching

Alberto Ortiz Bolaiios
Sebastian Cadavid-Sdnchez
Gerardo Kattan Rodriguez

Abstract

Decreases (increases) in long-term interest rates caused by compressions (di-
lations) of term premiums could be financially expansive (contractive) and
might require monetary policy restraints (stimulus). This paperuses measures
of the term premium calculated by Adrian et al. (2013) to perform Bayesian
estimations of a Markov-switching vector autoregression (MS-VAR) model as
Hubrich and Tetlow (2015), finding evidence of theimportance of allowing for
switching parameters (nonlinearities) and switching variance (non-Gauss-
ian) when analyzing macrofinancial linkages in the United States. Using the
specification with the best fit to the data of two Markov states for parameters
and three Markov states for variances, we estimate a Markov-switching dy-
namic stochastic general equilibrium (MS-DSGE) macroeconomic model with
JSinancial frictions in long-term debt instruments developed by Carlstrom et
al. (2017) to provide evidence on how financial conditions have evolved in
the US since 1962 and how the Federal Reserve Bank has responded to the
evolution of term premiums. Using the estimated model, we perform a coun-
terfactual analysis of the potential evolution of macroeconomic and finan-
cial variables under alternative financial conditions and monetary policy
responses. We analyze six episodes with the presence of high financial frictions
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sentation are those of the authors, and not necessarily those of CEMLA or EGADE
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and/or medium and high shocks volatility. In three of them there was a high
monetary policy responseto financial factors: 197804-1983Q4 which helped
tomitigateinflation at the cost of economic activity, and the 19900Q2-199304
and 2010Q1-2011Q4 episodes in which the high response served to mitigate
economic contractions. Meanwhile, in the three episodes where low response
to financial factors is observed, if the monetary authority had responded more
aggressively, from 197101-1978Q3 it could have attained lowerinflation at
the cost of lower GDP, from 20000Q4-2004Q4 it could have delayed the GDP
contraction to 2002Q3, but this would have been deeper and inflation larg-
er, and in 2006Q1-2009Q4 it might have precipitated the GDP contraction.
The presence of high financial frictions and high shock volatility makes re-
cessions deeper and recoveries more sluggish showing the importance of the
Jfinancial-macroeconomic nexus.

Keywords: monetary policy, term-structure, financial frictions, Markov-
switching VAR, Markov-switching DSGE, Bayesian maximum likelihood
methods.

JEL classification: E12, E43, E44, E52, E58, C11.

To the extent that the decline in forward rates can be traced to a decline in

the term premium [...] the effect is financially stimulative and argues for
greater monetary policy restraint, all else being equal. Specifically, if spend-
ing depends on long-term interest rates, special factors that lower the spread
between short-term and long-term rates will stimulate aggregate demand.
Thus, when the term premium declines, a higher short-term rate is required to
obtain the long-term rate and the overall mix of financial conditions consis-
tent with maximum sustainable employment and stable prices.

“Reflections on the Yield Curve and Monetary Policy,”

Ben S. Bernanke, chairman, Federal Reserve Bank,
March 20, 2006.

1.INTRODUCTION

heabove quotesstatesthatyields onlong-term debtand specially
the term premium, whichis the extracompensationrequired
byinvestorsforbearinginterestrateriskassociated with short-
termyieldsnotevolvingas expected, areanimportant determinant
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CYCLICAL MOVEMENTS OF GDP, FEDERAL FUNDS RATE
AND TERM PREMIUM: 1961Q1-2017Q4

Correlations
GDP and term premium: —0.53
federal funds rate and term premium: -0.36
GDP and federal funds rate: 0.47

T T T T T T T T T T T
1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

Federal funds rate Term premium GDP (right axis)

Note: This figure shows the deviation of each original series from its HP filter. Gpp
is the real gross domestic product (GDPC1 in Fred Economic Data from the Federal
Reserve Bank of St. Louis), federal funds rate is the effective federal funds rate
(FEDFUNDS also in Fred Economic Data), and term premium is the 10-year
Treasury term premium computed following the methodology of Adrian et al.
(2013) and reported by the Federal Reserve Bank of New York (ACM10TP).

ofaggregate demand.' Italso underlies that the monetaryauthority
should respond to term premium movements to stabilize the effects
thatthefinancialsector could have in the macroeconomy. However,
this task is complicated by the fact that the term premium is not ob-
served and because the mechanisms through which developments
in long-term debt instruments affect the macroeconomy are not
completely understood.

The Federal Reserve Bank of New York reports a measure of the
term-premium calculated by Adrian et al. (2013) which we will use

! Rudebusch et al. (2006) show that a decline in the term premium has

typically been associated with higher future GDP growth.
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in this study. Before discussing some of the potential mechanisms
linking developments in long-term debt markets and the macro-
economy, itisusefultolookatthe cyclical movements between gross
domestic product (GDP), the federal fundsrate, and the term premi-
um.?Figure 1 showsthe difference between the observed seriesand
the ones produced by applying a Hodrick Prescott filter. There is a
strong negative correlation of -0.53 between the cyclical components
of GDP and the term premium. Meanwhile the correlation among
the cyclical components of the federal funds rate and the term pre-
mium is —0.36, and the correlation among the cyclical components
of GDP and the federal funds rate is 0.47.

To further investigate the relation between long-term debt mar-
kets and the macroeconomy, we estimate a Markov-switching vec-
tor autoregressive model (MS-VAR) following Hubrich and Tetlow
(2015), where we replace the post-December 1988 Federal Reserve
Board staff’s financial conditions index with the post-January 1962
term premium, to identify stress events. First, we analyze if the data
favors a Markov-switching specification where coefficients and /or
variances can switchrelative to atime-invariant Gaussian VAR mod-
el. Ourresultsshow that the bestfitisattained when we allow for two
independent Markov states governing the coefficient switchingand
three independent Markov states governing the variance switching
inall equations, providing evidence of nonlinear and non-Gaussian
phenomena.Second, using that preferred specification, we identify
the probability of being in a specific coefficient and a specific vari-
ance state. Third, the impulse response functions show big differ-
ences in the transmission of shocks across different coefficient and
variance regimes.

Guided by the two-coefficient switching and three-variance
switching specification of our MS-VAR, we modify the macroeco-
nomic modelwithfinancial frictionsinlong-term debtinstruments
developedin Carlstrometal. (2017) to a Markov-switching dynamic
stochastic general equilibrium (MS-DSGE) version. This model helps
us to: I)study how financial conditions, as measured by the degree

We thank Robert E. Lucas for his suggestion of having the high-frequency
movements removed using astatistical filter to showif thereisalong-run
relation between these three series in a similar way he did to analyze
inflation and money growth at <https:/ /files.stlouisfed.org /files/
htdocs/publications /review /2014 /Q3 /lucas.pdf>.
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financial frictions and volatilities of credit market shocks, have
evolved in the US since 1962; 2) measure how the Federal Reserve
hasresponded tothe evolution of term premiums; and 3)to perform
counterfactual analysis of the potential evolution of macroeconomic
and financial variables underalternative financial conditions, mon-
etary policy responses, and credit shock volatilities.

The counterfactual exercisesallow to separatelyanalyze the effects
offinancialfrictions, monetary policyresponses and the volatility of
credit market shocksin the evolution of macroeconomic and finan-
cialvariables. We analyze six episodes when the estimation assigns a
high probability® to high financial frictionsand /or medium or high
shockvolatilities. Inthree of them, 1978(Q4-19830Q4, 19900Q2-19930Q4,
and 2010Q1-2011Q4, the estimation suggests that monetary policy
wasresponsive to financial conditions with short-terminterestrates
having a high elasticity to the term premium of —1.16. In the other
three episodes, despite the presence of worsening financial condi-
tions,in 1971Q1-1978Q3,2000Q4-2004Q4,and 2006Q1-2009Q4, the
estimation suggests that there wasalowresponse to financial factors
with an elasticity of =0.24. The high monetaryresponse allowed the
authority to mitigate inflation at the cost of economic activityin the
1978Q4-1983Q4 episode and to mitigate economic contractions in
the 19900Q2-19930Q4 and 2010Q1-2011Q4 episodes. If the monetary
authorityhad responded more aggressively, whenitdecided not to,
itwould have attained lower inflation at the cost of lower GDP in the
1971Q1-1978Q3 episode, would have delayed the GDP contraction
to 2002Q3, but it would have been deeper and inflation larger in
20000Q4-2004Q4, and it might have precipitated the GDP contrac-
tion in 2006Q1-2009Q4. The presence of high financial frictions
and high shock volatility makes recessions deeper and recoveries
more sluggish.

The rest of the paper is organized as follows. Section 2 presents
the MS-VAR model including its specification and results. Section
3 presents a MS-DSGE version of a model of segmented financial
markets where financial institutions net worth limits the degree of
arbitrage across the term structure (a financial friction), a loan-in-
advance constraint that increases the private cost of purchasing in-
vestment goods (creating real effects of the financialfrictions), and

® We refer to large probability if the probability of a given Markov-state
is larger or equal than 50 percent.
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an augmented monetary policy with response to the term premi-
um. Section 4 discusses the solution and estimation techniques of
the MS-DSGE model. Section 5 presents the results showing first the
parameter estimates; then the impulse response functions for the
differentregimesassociated to financial frictions, monetary policy
and credit shock volatilities; after this we present the regimes prob-
abilities; and finally, counterfactual exercises to analyze the role of
financial frictions, monetary policy and credit shock volatilities in
the evolution of financialand macroeconomicvariablesin the 1962-
2017 period. Section 6 presents our conclusions.

2. MS-VAR MODEL

In this section we present the MS-VAR model specification and the
estimationresultswhich 1)provide evidence on the benefit of allow-
ing for Markovswitchingin coefficientsand variances, while identi-
fying the model with the best goodness-of-fit to the data, 2)give the
coefficient and variances regime probabilities for the model with
thelargest posteriormode, and 3)reporttheimpulse response func-
tions comparing the behavior for each coefficient-variance pair.

2.1 Model Specification

We introduce a MS-VAR to explore if macroeconomic and financial
data provide evidence of switching parameters and switching vari-
ance, and to identify periods of high financial stress in the studied
sample for the US economy, and hence highlight the importance of
introducingthesefeaturesinastructural modelling framework. We
follow the approach presented by Hubrich and Tetlow (2015), which
estimatesaMS-VAR using the financial stressindex to measure finan-
cial stress, but instead, we propose to use the term premium calcu-
lated by Adrian et al. (2013), that we will also use in our structural
MS-DSGE, to measure financial frictions.

This specification adopts the spirit of smoothly time-varying pa-
rameters in VAR models presented by Primiceri (2005), Cogley and
Sargent (2005), and Bianchi and Melosi (2017). Following the no-
tation of Hubrich and Tetlow (2015), the nonlinear system can be
written as follows:
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=1

where y, isan nx 1 vector of endogenousvariables and Apand A, are
nx n matricesthat containsthe parameters of the contemporaneous
andlagged endogenousvariables, respectively; z, isa nx 1 matrix of
exogenous variables, and B is a nx n matrix that includes parame-
ters of the exogenous variables. The unobserved states variables s;
and s/ control the operating regimes for the coefficients and cova-
riance matrix, respectively. These latent variables evolve according
to first-order Markov processes* with transition matrixes of proba-
bilities H® and H”, respectively.

We use quarterly data-series for asample from 1962Q1 to 2017Q3.
Intheestimation we use five variables: the log differences of monthly
personal consumption expenditures, C;, logdifferences of CPIexclud-
ingfood and energy prices, P, nominalinterestrate, R, growthinthe
nominal M2 monetary aggregate, M,, and the term premium, T Py
which corresponds to the data vector y, = [Ct P R M, TP J’ .
We use the Treasuryterm premium estimated by Adrian etal. (2013),
available at the Federal Reserve Bank of New York website. All the
otherdataaretakenfromthe Federal Reserve Bank of St. Louis. Fol-
lowing Simsetal. (2008), standard Minnesota priorsareintroduced
to perform the Bayesian estimation.

2.2 Estimation Results

2.2.1 Is There Markov-switching in Coefficients
and/or Variances?

To determine if the data favors a Markov-switching specification
where coefficients and /or variances can switch relative to a time-
invariant Gaussian VAR model, we compare the goodness of fit of
alternative models. Specifically, use #c¢to designate the possible
states of the Markov chains that govern the slope and intercepts of
the coefficients, and #v toindicate the possible states of the Markov
chain governing the switching variance of the system, where #=1, 2,
and 3. In addition, we could restrict shifts in structural parameters
to be constrained to a particular equation(s), indicating by post-
fixing the letter(s) of the variable(s), [={}, C, P, R, M, T P, where {}

Pr(sty =j‘s[y71 =k)=p;k, Lk=12,... 1, fory:{c,v}.
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MS-VAR ESTIMATION RESULTS

Model specification Posterior density
2c3v -1,961.13
2cRM3v -1,986.39
2cTPRM3yv -1,996.48
2cRM C3v -2,008.31
1c3v -2,014.16
2c¢TP3v -2,039.96
3c3v -2,052.12
2c¢TPCP3v -2,066.24
2¢TP C3v -2,071.41
2cTPR3v -2,074.19
2c2v -2,087.19
lc2v -2,091.26
2clv -2,116.98
lclv -2,134.26

Note: Posterior modes are in logarithms for the estimated models.

represents a null entry where parameters are allowed to change in
allequations. Then,amodellabeled as 1clvcorrespondsto the time-
invariant Gaussian VAR model, while 2¢lv has two regimes for the
coefficients with variations in all the equations and one regime for
thevariances, and 2¢T P R3v has two regimes for the coefficients re-
stricted to the term premium and interest rate equations and three
regimes for the variances.

Table 1 displays the posterior mode for each specification of the
model. The modelsare ordered according to the goodness-of-fit cri-
teria at the mode. Two results are worth noting: First, all the speci-
fications allowing for regime switch are preferred to the constant
model version, 1clv; second, the model with the best performance
is 2¢3v, which allows for two-states in the Markov chain that controls
the parameters in coefficients and intercepts simultaneously in all
the equations of the system and three-states in the Markov chains
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Figure 2
SMOOTHED PROBABILITIES OF MS-VAR COEFFICIENTS
AND VARIANCES REGIMES

PROBABILITY OF HIGH COEFFICIENT REGIME
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Note: The top panel reports the probability of a high-stress coefficient regime. The
second panel reports the probabilities for the medium- and high-stress regimes.

that control variances; thisresultis similar to the selected specifica-
tionin the estimation reported by Hubrich and Tetlow (2015) using
the financial stress index for monthly data running from 1988M12
to 2011M12.

2.2.2 Probabilities of Switching Coefficients
and Variance States

Figure 2 displays the smoothed probabilities at the posterior mode
for the high stress coefficient and the high and medium stress vari-
ance for the 2¢3vMS-VAR model, which is the one with the best fit to
the data.

The MS-VAR estimation identifies 12 quarters (5.5% of the MS-VAR
sample thatrunsfrom 1962Q4 to 2017Q1) with alarge probability of
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beingin a high-stress coefficient state and the remaining 206 quar-
ters (94.5%) of a low-stress coefficient state. Meanwhile, regarding
variance switching the estimation identifies 32 quarters (14.7%) of
high probability of beingin a high-stressvariance state, 49 quarters
(22.5%) of medium-stress variance state and 137 quarters (62.8%)
of low-stress variance state. We reserve the historical narrative of
theregime switchingin coefficientsand variancesto subsection 5.4
when we analyze the regime switches of the DSGE models.

2.2.3 MS-VAR Impulse Response Functions

Figure 3 displays theimpulse response functions for the 2c¢3vMS-VAR
model, whichisthe onewith the bestfittothe data. There we see that
the varying coefficients and the varying volatilities generate differ-
ent responses for any given variable. The important differences in
magnitude and persistence for the high (reds) versus low (blues) co-
efficientregimes, whichyieldsadistorting scalein some responses,
are notable. Also, there are significant differencesin the responses
when comparingthe high (darker color), medium and low variance
regimes. For example, foraterm premium shock, ahigh coefficient
regime has a transitory effect on term premiums, a sharp drop in
consumption growth andraisinginterestrates, which contrast with
the low coefficient regime where the effect on term premium lasts
longer, and thereisno contractionin consumption growth, neither
changes in interest rates. Another example is the behavior of the
variablesto aninterest rate shock, where underthe high coefficient
regime, the term premium raisessharply, and consumption growth
declines, with the exception when the high coefficientregime inter-
sectswith the lowvarianceregime (which onlyoccurredin 2003Q4)
where some of the dynamics are closer to the low coefficient regime.
Our estimations are consistent with empirical econometric ap-
proaches that model the role of financial frictions as a source of
shockamplification allowing for Markov-switching dynamics using
VAR models for the US economy (see Davig and Hakkio, 2010; and
Hubrich and Tetlow, 2015). Guided by the evidence in this MS-VAR of
varying coefficients and variances, we now move to a MS-DSGE mod-
elwith macrofinancial linkages to analyze potential mechanisms.
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3. MS-DSGE MODEL

Althoughthelessrestrictive MS-VAR econometric approach allows us
toidentifyregime switches, it does not allow us to give an economic
interpretation to the changes in parameters and variances. We will
explore the possibilitythat the observed regime changesarerelated
to shifts in financial conditions through changes in financial fric-
tions and the volatility of credit market shocks. To do so, we use the
model proposed by Carlstrom et al. (2017), and allow for two coeffi-
cientregimesassociated tofinancialfrictionsand three variancere-
gimesordered bythevolatility of credit market shocks. Inaddition, to
analyze if monetary policyresponded to those financial conditions,
we allow for two independent regime shifts of a term premium-aug-
mented monetary policy interest rate reaction function. Using the
model, we will identify how financial frictions, credit market shock
volatilities, and monetary policy have evolved in the US since 1962.
The estimated model will provide us with a consistent framework
to perform counterfactual analysis of what could have happened
under alternative financial conditions, credit shock variances and
monetary policy responses.

3.1 Model

Thissection presentsthe key elements ofthe DSGEmodelin Carlstrom
etal. (2017) with our Markov-switching modification in the parame-
tersthat capture financialfrictions, monetary policy responses and
stochastic volatility of all the shocks in the model. Potential regime
changesinfinancial frictionsare captured by changesin the param-
eter associated with financialintermediaries’ portfolio adjustment
costs, v, , whichisalsorelated to the financial intermediaries (FIs)
holdup problem. We use astate variable, étff ,todistinguish thelevel
of financialfriction regime at time ¢. Meanwhile, for regime chang-
esin the monetary policy’s response to the term premium, we use a
statevariable, g}”” ,todifferentiate among elasticities of short-term
interestrates to the term premium 7, regimeattime . Concurrent-
ly, toallow for regime changesin the stochastic volatilities we model
athird independent Markov-switching process and use a state vari-
able &™ to distinguish the volatility regime at time t.

The economy consists of households, financial intermediaries,
and governmentagencies. Many of the ingredients are standard with
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CONSUMPTION SHOCK

Figure 3
IMPULSE RESPONSE FUNCTIONS FOR THE FIVE EQUATIONS
OF THE 2C3V MS-VAR
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Figure 3 (Cont.)
IMPULSE RESPONSE FUNCTIONS FOR THE FIVE EQUATIONS

OF THE 2C3V MS-VAR
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the chiefnovelty comingfrom their assumptions on household-FIin-
teractions. Specifically, households do not have access tolong-term
debt markets, while FI do, creating a credit market segmentation.
Householdsface aloan-in-advance constraint to finance investment
which gives market segmentation arelevantrole forreal allocations.
FIs have a hold-up problem as they can default on depositors who
could onlyrecoverafraction (1-¥,) ofthe FI'sassets, where ¥, isa
decreasingfunction of FI'snetworth, creating afinancial-accelerator
type of mechanism. FIs face portfolio adjustment costs which limits
its ability to respond to changes in the government’s relative supply
of long-term debt having effects on lending and investment, as net
worth and deposits cannot quicklysterilize central bank long-term
debt purchases. Finally, the central bankinterest rate reaction func-
tion is augmented with a potential response to the term-premium.
These are the key elements of the macro-financial-monetary policy
nexus of the model highlighted here.

In Carlstrom etal. (2017), the reader can find the other elements
ofthe modelasthe description of households’ supply of monopolis-
tically specialized labor asin Erceg et al. (2000), which serves to in-
troduce wage rigidities and wage markup shocks. Also, there is the
description of the perfectly competitive final good producer prob-
lem which yields the aggregation of a continuum of intermediate
goods for aggregate supply. The monopolistic competitive inter-
mediate goods producers’ problem is introduced as in Yun (1996).
These firms are also used to introduce neutral technology shocks
and price rigidities and price markup shocks. The new capital pro-
ducers’ problem which transforms investment goods into new capi-
tal goods through an investment adjustment costs and introduces
an investment-specific technology shock.

3.1.1 Households

Each household chooses consumption, C,; labor supply, H,; short-
term depositsin the FI, D,;investment bonds, F;;investment, I,;and
next-period physical capital K+ to maximize the optimization prob-
lem given by:

) Hl+r7

S My t+s
E max E()Zﬂ e ln(ct+s _th+s—l)_L )
C.H,.D,,F 1K, s=0 1+T)
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subject to:

D, F,
3] C,+—=L+ P, + =L<WH, + RIK,
K K
D F —«xF,_
~T, + =L Rt_1+Q‘( Lt 1)+divt,
K F
4] K. <(1-8)K, +1,,
B prr < Qt(Ft _KFt—l) _ Q.
t = - :
F F

Before defining the variables and parameters, it is important to
highlight that households do not have access to long-term bonds,
while FIs do, creating a market segmentation. Also, very important
for the macrofinancial nexus, Equation 5 is aloan-in-advance con-
straint through which allinvestment purchases must be financed by
issuing investment bonds, I, thatare purchased bythe FI. The endog-
enous behavior of the distortionrelated to the Lagrange multiplier
oftheloan-in-advance constraintis fundamental for the real effects
arising from market segmentation.

In this optimization, ke (O, 1) is the degree of habit for-
mation, B'e€(0, 1) is the discount factor which has intertem-
poral preferences shocks, ¢, which follows the stochastic
Process 1m, =P 1y +0,, cui €y where Oy ol is the standard de-
viation of the stochastic volatility of the intertemporal preferences
&y, ~iid N(O, o2 ), whose & subscript denotes that it is allowed
tochangeacrossregimesattime ¢. We follow the same conventionin
thenotation for each shock. Aside from this switching volatility, the
household problem does not have switching coefficients.

Equation 3 tells us that households sources of income are labor
supply with real wage W; capital rentsatarealrate R/'; previous pe-
riod deposit holdings with gross nominal interest rate R, ;; new is-
sues of perpetuities of investmentbonds CI, = F, —kF,_; with price Q
and dividend flow from the FIs div,. Households use their resources
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to pay lump-sum taxes 7T, consume, deposit at FIs, buy investment
goodswithareal price of capital P* and pay for outstanding invest-
ment bonds. P, is the price level. Meanwhile, Equation 4 is the stan-
dard capital accumulation equation with depreciation rate § and,
asalready mentioned, Equation 5 is the loan-in-advance constraint
forinvestment purchases.

3.1.2 Financial Intermediaries

Financial intermediaries choose net worth, N,, and dividends to
maximize its value function, V,, to solve the optimization problem
given by:

B V, = max E, Z(ﬂg )j Adeiij’

N, ,div, =0

subject to the resource constraint:

divt+N,[l+f(Nt)]£ I:(R;L_th—l)Lt—l"'th—IJNt—l

fia
b
and the incentive compatibility constraint that ensures that the FI
repays deposits, given that depositors can seize at most a fraction
(1-¥,) of the FI's assets:

D,
E BV 2 WERL, [;fﬂvt j

t

where ¢ (0, 1) isanadditional impatience rate to prevent that the
short-term and long-term market segmentation vanishes through
the excessiveaccumulation of net worth, A, is the household’s mar-
ginal utility of consumption.

Regarding the resource constraint, FIs uses accumulated net
worth, N,, and short-term liabilities, D, tofinance investment bonds,
F,,and the long-term bonds B,. The FI's balance sheetis thus given by

B F D . . .
L0, +210, ==+ N, = L,N, where Q,isthe price ofanew-debtissue

F F F
1+x0Q,

attime ¢ and where R,fL = [ j isthereturnonlending, th isthe
-1
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interestrate ondeposits. Ontheleft-hand side of Equation 7, those
profitsare used to distribute dividendsand accumulate net worth

Voel! ( Ny — Ny 2
2 Nxx

that dampens the ability of the FI to adjust the size ofits portfolio in
response to shocks. The el subscriptindicates that this financial
market segmentation parameter, which is related to financial fric-
tions, is allowed to change across regimes at time ¢.

Egin

tXt+1

which has an adjustment cost function f(N;)

Assuming that ¥, =® {1 +— ( J } isafunction of networth
t

inasymmetric manner with f(N,), the binding incentive constraint
8, whichyields leverage as a function of aggregate variables but in-
dependent of each FI’s net worth, is given by

P RE F, RE
n Et_tAHll:( I?I _1JL +1:| (DtLtEtAHl t_ﬂ'

d
})t+1 1 Pt+l Rz

Then, the FI's optimal accumulation decision is given by

AJUEN S (N + (V)] = BB (RE - ROL + Y

t+1

where @, = ¢’ isa credit shock that in logarithms follows an AR(1)
process:
§1 = (1= Py s + Ppthi1 + 0,5 i

where o, ... isthe standard deviation of the stochastic volatility of
the credit shock, gy, ~iid N(O, G;f), whose f,"’"l subscript denotes
that it is allowed to change across regimes at time ¢. When we allow
forregime switchingin volatilities, regimes will be classified by the
magnitude of this shock.

Increasesin ¢, will exacerbate the hold-up problem, and act as
credit shocks, which will increase the spread and lower real activity.
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3.1.3 The Effect of Financial Friction

Togain furtherintuition of the financialfrictions, firstlog-linearize
the FIincentive compatibility constraint (equation 9) and the FI op-
timal net worth accumulation decision (equation 10) to get

L

1 1L
m E, (’"tﬁl _’}):Ulﬂ' {w}’%

and

_ SLSS L (S — l)LSS
Vg 1M {m}? “”"’f){m’lt

where v=(L; - 1)71 is the elasticity of the interest rate spread to
leverage; s denotes the gross steady-state premium. Equation 12 is
quantitatively identical to the corresponding relation in the more
complex costly state verification environment of Bernanke et al.
(1999). Combining 10 and 11, we get the following expression:

1
m E, (ﬁﬁl_ﬁ)zL_W%é//nt +(s=1)¢,.

This expression shows the importance of ¥, /s for the supply
of credit. If y (= =0, the supply of creditis perfectly elastic, inde-
pendent of the ﬁnanc1a11ntermed1arles networth. Vel becomes

larger, the financialfriction becomes more intense, and the supply of
creditdepends positively on the financialintermediaries’ networth.

3.1.4 Fiscal Policy

Fiscal policyis entirely passive. Government expendituresare set to
zero. Lump-sum taxes move endogenously to support the interest
payments on the short-and long-term debt.

3.1.5 Debt Market Policy

We consider a policy regime of exogenous debt. Long-term debt is
assumed to follow
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b b
b, = prb1 + pab_g + €t

where § = ln(ij and could fluctuate due to long bond purchases

(QE) or changes in the mix of short debt to long debt in its maturity.
AnAR(2) processisincluded to be consistent with the QE policyand
denote the persistence of the monetary policy shock.

3.1.6 Central Bank Policy

We assume that the central bank follows a term premium (¢p,) aug-
mented Taylor rule over the short rate (T-bills and deposits):

gap

m 1n (Rl ): pR,gy"'/’ 11’1 (lel )+ (1 +pR,§,”"’ ) (Tu,{"”/' Hl + &M y;

+ Tpen o, ) + O, w0

where yzga[) = (Y; - th )/th denotes the deviation of output from its
flexible price counterpart, 7,is CPIinflation rate, and ¢,; is an ex-
ogenousand autocorrelated policy shock with AR(1) coefficient p,,.
The coefficient pgw captures the degree of persistence of the in-
terestrate, and the parameters © zem > Tyems and Ty capturethe
elasticity of the interest rate to inflation, output gap, and term pre-
mium, respectively. & indicates that these parameters can change
acrossregime at time ¢. We will order regimes according to the rela-
tive response to the term premium.

The term premium is defined as the difference between the ob-
servedyield onaten-yearbond and the correspondingyieldimplied
by applying the expectation hypothesis of the term structure to the
series of short rates.
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4. SOLUTION AND ESTIMATION
OF THE MS-DSGE MODEL

4.1 MS-DSGE Model Solution Methods

Giventhatthe traditional stability concepts for constant DSGE mod-
els does not hold for the Markov-switching case, to solve the linear
version of the model we use the solution method proposed by Maih
(2015),° which uses the minimum state variable® concept to present
the solution of the system in the following form:

X (s )ZT(@XP’QSP )XH (S8 )+R(§tv0[a05p )gz,

where 7"and R matrices contain the model’s parameters. X, stands
for the (nx 1) vector of endogenous variables, &, isthe (kx 1) vector
of exogenous processes.

Asmentioned in the previous section, we introduce the possibil-
ity of regime change for two structural parameters (sp) and to shock
volatilities(vol) through three independent Markov chains: g/ / £
and g”"l respectively. The three chains denote the unobserved re-
gimes associated with the market segmentation, Woel ! monetary
policyresponse to the term premium, Typer s andvolatilities. These
processes are subject to regime shifts and take on discrete values
i€{l, 2}, while regime one implies high absolute values for param-
eters of market segmentation, the monetary policy response to the
term premium and volatilities, and the opposite is true for low pa-
rameters.’

The three Markov chains are assumed to follow a first-order pro-
cesswith the following transition matrices, respectively:

Hi:(HIQ e Jforz =ff, mp, vol,
Hy  Hyy

Based in perturbation methods as the approach presented by Barthé-
lemy and Marx (2011) and Foerster et al. (2014).

6 See McCallum (1983).

The identification for each regime will be described in detail in sub-
section 4.4.
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where Hij :p(spt = j|s;bt_1 :i), for i, j=1,2. Then, H;; stands for the
probability of being in regime j at ¢ given that one was in regime ¢
at -1

Variousauthors have focused on the concept of mean square sta-
bility solutions® for 17. As is emphasized by Maih (2015) and Foer-
ster (2016), this condition implies finite first and second moments
in expectations for the system:

19| lim B[ X,.; |=%,

Jj—o©

20 lim B[ X, X/, |=3.

J—>o

Additionally, as pointed by Costaetal. (2006) and Foerster (2016),
thesolution of the system 17 given that the matrix T(E¥,0%, H) does
notsatisfy the standard stability condition, anecessary and sufficient
condition of mean square stabilityimplies thatall the eigenvalues of
the matrix ¥ are in the unit circle (Alstadheim et al., 2013):

L

m v-(Ho1,)

1,1,

Finally, to complete the state form of the model, 17 is combined
with the measurement Equation 22:

m Ytobx — MXt ,

where Y are the observables.

4.2 MS-DSGE Model Estimation Methods

The standard Kalman filter cannot be used to compute the likeli-
hood, because of the presence of unobserved states of the Markov

8 See Costa et al. (2006); Cho (2014); Foerster et al. (2014); and Maih
(2015).
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chains, thefilteringinferences must be conditioned on information
ofthe currentand past state of the system, s, and s,-;, respectively. If
the filter considersall the possible paths of the system, in each itera-
tion, these will be multiplied by the number of possible regimes, 4.
In afewnumber of steps, the number of paths of the systems would
increase makingthe computation of the problem infeasible as point-
edbyAlstadheim etal. (2013). To make treatable this problem, Kim
and Nelson (1999) propose an approximation that averages across
states.” Following the approach outlined in Alstadheim et al. (2013)
and Bjernland etal. (2018), an averaging operation (collapse) is ap-
plied during the filtering procedure. This form of calculation has
computational savings and similar numeric results to the Kim-Nel-
son approach (Kim and Nelson, 1999; Bjgrnland etal., 2018).

This paperusesthe Bayesian approach to estimate the model with
the following procedure:

1) We compute the solution of the system using an algorithm
foundinMaih (2015) and employing amodified version of the
Kim and Nelson (1999) filter to compute the likelihood with
the prior distribution of the parameters.

2) Construct the posterior kernel result from stochastic search
optimization routines."

3) We use the mode of the posterior distribution as the initial
value for a Metropolis-Hasting algorithm," with 500,000 it-
erations, to construct the full posterior distribution.

4) Utilizing mean and variance of the last 100,000 iterations, we
compute moments.

9 Thisalgorithm involves running the Kalman-filter for each of the paths
and taking aweighted average using the weights given by the probability
assigned to each path from the filter proposed in Hamilton (1989).

!9 Provided in the RISE toolbox.

"' With an acceptance ratio of « = 0.28.
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CALIBRATED PARAMETERS

Parameter Value
B 0.99
a 0.33
1 0.025
s 0.85
El) =€, 5
10 6
s 0.01
Ry /B
(1-x)" 40

4.3 Database

We use USdatafrom 1962Q1 to 2017Q3 for the estimation of the mod-
el. The database takes the original series reported in Carlstrom et
al. (2017) but extend the sample from 2008Q4 to 2017Q3.
Quarterlyserieswere selected for the annualized growth rates of
real GDP, real gross private domestic investment, realwages, inflation
rate-personal consumption expenditureindex-and real wages."* The
laborinputserieswas constructed substituting the trend component
from the nonfarm business sector (hours of all persons) series. The
series for the federal funds rate is obtained averaging monthly fig-
ures downloaded from the Federal Reserve Bank of St. Louis’s web-
site. Additionally, for the term premium, we take the Treasuryterm
premiaseriesfromthe Federal Reserve Bank of New York’s website,
estimated by Adrian etal. (2013). Alldataare demeaned.

2 Defined as nominal compensation in the nonfarm business sector
divided by the consumption deflator.
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4.4 Prior Specification

Following Carlstrom et al. (2017), we calibrate several parameters
to match the long-run features of the US data, which are reported
in Table 2. Regarding the nonswitching block of parameters in the
model, following Bjgrnland etal. (2018), rather than setting means
and standard deviations for the prior densities, these are set using
quantiles of the distributions. Specifically, we use 90% probability
intervals of the respective distribution to uncover the underlying
hyperparameters, based on the results reported by Carlstrom etal.
(2017). The choice of prior distributions for the constantand switch-
ing parameters are displayed in the right panel of Tables 3 and 4,
respectively.

For identification purposes, we characterized the high finan-
cial market segmentation regime, étff =1, to be aregime where
credit market present high portfolio adjustment cost (that is,
Yool o >l//n,§'//:2). Meanwhile, for regime changes in the mone-
tary policy’s response to term premium, we define, &= 1, to be the
regime where the central bank responds strongly to changes in this
variable (that is, ‘Ttp,élmp:l > ‘Ttpélmp:‘z ). The model also allows for re-
gime switching in all the shocks; thus we let the volatility shocks to
follow an independent three-state Markov-process. Then, we indi-
cate the high, medium and low volatility regimes, g‘;’”l= 1, é;’”l= 2,
and étm’l = 3, respectively, which implies the following nonlinear re-
SUriCtioN: Oy coi_y > Ozl g >0y el _g.

5. MS-DSGE ESTIMATION RESULTS

5.1 Parameter Estimation

In this section, we report the posterior parameter estimates. The
Bayesian estimation uses the posterior mode as initial value. Table
3reportsthe estimates of the constant parameters, while Table 4 re-
ports the estimates of the switching parameters, shocks standard
deviations, and elements of the transition matrices. We focus our
discussion on the results of the switching elements.

The firstthingtonoticeisthattherearebig differencesinthe pa-
rameter that characterizes the financial frictions related to the fi-
nancialintermediaries’ hold-up problem. Remember thatif y,= 0,
the supply of creditis perfectly elastic, independent of the financial
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POSTERIOR MEANS, MODES, AND PROBABILITY INTERVALS,
AND PRIOR PROBABILITY INTERVALS OF THE CONSTANT-BLOCK

PARAMETERS
Posterior Prior

Parameter  Density ~ Mean  Mode 10% 90 % 10% 90 %

n Gamma 1.4324 1.4633 1.1024 1.7624 1.2673 2.7526
h Beta 0.6890 0.7014 0.6367 0.7412 0.5760 0.6687
Vi Gamma 3.4380 3.2967 2.9914 3.8846 2.1857 4.3639
L Beta 0.4118 0.4201 0.2103 0.6133 0.2752 0.5610
Ly Beta 0.5109 0.5157 0.3987 0.6231 0.4085 0.6205
Kpe Beta 0.1000 0.0966 0.0014 0.1986 0.0104 0.1544
Ky Beta 0.0057 0.0054 0.0020 0.0093 0.0001 0.0004
Pa Beta 0.9659 0.9412 0.9421 0.9898 0.9841 0.9997
Py Beta 0.8483 0.8364 0.7853 0.9112 0.8281 0.9122
Py Beta 0.9919 0.9871 0.9878 0.9960 0.9682 0.9963
Pk Beta 0.5312 0.5501 0.4302 0.6322 0.4945 0.8405
Pu Beta 0.3798 0.3706 0.3556 0.4039 0.1036 0.3027
P Beta 0.2240 0.2503 0.0516 0.3963 0.0646 0.2515
Pm Beta 0.9126 0.9361 0.9316 0.9936 0.9212 0.9751
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POSTERIOR MEANS, MODES, AND PROBABILITY INTERVALS,
AND PRIOR MEANS AND STANDARD DEVIATIONS
OF THE SWITCHING-BLOCK PARAMETERS

Switching parameters, variances, and transition matrices

Posterior Prior

Standard
Parameter ~ Density ~ Mean Mode 10% 90%  Mean  deviation

V,e//.1  Uniform 1.9778 1.9928 1.6412 2.3143 1.00  0.50
¥,e/f=s  Uniform 0.1060 0.0870 0.0124 0.1996 1.00  0.50
Tperor  Normal  -1.1597 -1.2100 -1.2280 -1.0914 -1.00  0.50
Tpew-s  Normal -0.2395 —0.3352 -0.3564 -0.1226 -0.50  0.50
Prem-1 Beta 0.6507 0.8016 0.5401 0.7612 0.50  0.30
Prem-2  Beta 0.7957 0.8016 0.7401 0.8512 0.50  0.30
T.ewi  Normal  1.3659 1.2864 1.2813 1.4505 150  0.50
T.ewos  Normal  1.7504 1.6697 1.6532 1.8477 150  0.50
Tyewo Normal — 0.1330  0.1276  0.1123  0.1538  0.50  0.30

Tyer=2  Normal  0.0778 0.0771 0.0635 0.0921 0.50 0.30

Inv.

Tgio1 ' 7.5666 7.5643 6.1589 8.9712 0.50 1.0
gamma

Cpgriy 1OV 4.0118 4.1237 3.1283 4.8953 0.50  1.00
gamma

Cperizy OV 3.8361 3.8928 3.0082 4.6640 0.50 1.0
gamma

Cpgria OV 0.7868 0.8025 0.7581 0.8154 0.50 1.0
gamma

Cogrg 1V 0.6029 0.6087 0.5664 0.6394 0.50  1.00
gamma

oy OV 0.4463 0.4314 03733 0.5192 050  1.00
gamma
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Posterior Prior

Standard

Parameter  Density Mean Mode 10% 90 % Mean  deviation

O e =1 Inv. 7.6323 7.6133 7.6041 7.6604  0.50 1.00
gamma

O g7 =2 Inv. 4.3343 4.2359 4.0826 4.5860  0.50 1.00
gamma

O e =3 Inv. 2.1677 2.1365 2.0281 2.3072  0.50 1.00
gamma

O, =1 Inv. 0.4639 0.3254 0.2815 0.6462  0.50 1.00
gamma

O p, £ =2 Inv. 0.1371 0.1282 0.0953 0.1789  0.50 1.00
gamma

O p, £ =3 Inv. 0.1100 0.1088 0.0944 0.1255  0.50 1.00
gamma

O ke, 27 =1 Inv. 0.4100 0.4068 0.3741 0.4459  0.50 1.00
gamma

O b, 1! =2 Inv. 0.3119 0.3047 0.2826 0.3411 0.50 1.00
gamma

O ke, g2 =3 Inv. 0.2422 0.2389 0.2217 0.2627  0.50 1.00
gamma

Oy, g0l =1 Inv. 1.1244 1.0900 1.0818 1.1670  0.50 1.00
gamma

O, 01 =2 Inv. 0.5095 0.4953 0.4862 0.5327  0.50 1.00
gamma

Oy, =3 Inv. 0.4305 0.4257 0.3989 0.4621 0.50 1.00
gamma

O, =1 Inv. 0.2338 0.2223 0.2146 0.2530  0.50 1.00
gamma

O, =2 Inv. 0.0838 0.0793 0.0723 0.0953  0.50 1.00
gamma

O el =3 Inv. 0.0677 0.0635 0.0559 0.0795  0.50 1.00
gamma

i Dirichlet 0.2072 0.2126  0.1803 0.2341  0.05 0.03

H{{ Dirichlet 0.2003 0.1974 0.1696 0.2310  0.05  0.03
HY Dirichlet 0.0850 0.0845 0.0719 0.0981  0.05  0.03

Hé"{’ Dirichlet 0.0374 0.0443 0.0216 0.0532  0.05 0.03
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Posterior Prior

Standard
Parameter  Density Mean Mode 10% 90 % Mean  deviation

Hf%l Dirichlet 0.0144 0.0100 0.0053 0.0235  0.05 0.03

H]”’él Dirichlet 0.0697 0.0660 0.0560 0.0833  0.05 0.03
H{ﬁl Dirichlet 0.1719 0.1801 0.1528 0.1910  0.05 0.03
Hg[}%l Dirichlet 0.1907 0.1803 0.1697 0.2117  0.05 0.03

H%’ﬁl Dirichlet 0.1728 0.1811 0.1459 0.1996  0.05 0.03

H;"’QZ Dirichlet 0.1776 0.1816 0.1569 0.1982  0.05 0.03

Note: The reported priors for Dirichlet distributions correspond to the resultant
transition probabilities of the respective hyperparameters combination.

intermediaries’ net worth, while as y, becomes larger, the finan-
cialfriction becomes more intense and the supply of credit depends
positively on the financial intermediaries’ net worth. As is shown
later in Figures 4 and 5, the high financial frictions regime, with
Yool o = 1.98, gives an important role to financial factors into the
macroeconomic determination; while the low financial frictions
regime, with Yoo/l = 0.11, is close to a frictionless case, where fi-
nancial factors do not determine macroeconomic outcomes. The
transition matrix has arelatively high probability of regime switch-
ing with a H{Qf =21% probability of moving from high to low finan-
cial frictions and HJ{ =20% probability of moving from a low to a
high financial frictions regime.

Regarding monetary policy, whenitrespondsstronglyto the term
premium, étmp =1, the posterior mean of the policy rule is

In(R,)=0.65In(R,_;)+(1-0.65)(1.37x, +0.13y5 ~1.161p, );

meanwhile, for the low response regime, é,mp =0, we have
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In(R,) = 0.80In(R,_;)+(1-0.80)(1.75, +0.08yF" ~0.241p, ).

AsshowninFigures4and 5, the model dynamicsare differentas
the central bank’sresponse to the term premium is more aggressive.
The policyrules exhibitimportant differencesacrossregimesinthe
persistence of interest rates and the relatively weights on inflation
and output gap. The transition matrix has arelatively low probabil-
ity of regime switching with a H{"Y =9% probability of moving from
high to low interest rate response to the term premium and only
H}! =4% probability of moving from a low to a high interest rate
response regime.

Thestandard deviations of the seven shocksincluded in the mod-
el can change across regimes. High, medium and low volatility re-
gimes are classified by the size of the standard deviation o u of
the creditshocks &5 ,. Remember that this shock, by increasing the
interest rate spread, lowers real activity. It is noticeable that for the
seven shocks the 90% confidence intervals of the high volatility re-
gimes are larger than those of medium volatility regimes, which in
turnarelargerthan those of lowvolatilityregimes."” The probabilities
of exitinga high volatility regime are H{% =1% to mediumvolatility
and H{’”f =7% tolowvolatility. The probabilities of exitingamedium
volatilityregimeare H3} =17% tohighvolatilityand Hj% =19% tolow
volatility. Finally, the probabilities of exiting alow volatility regime

vol

are H3| =17% to highvolatilityand H;f’gl =18% to medium volatility.

5.2 Impulse Response Functions

This subsection presentstheimpulseresponse functionsinresponse
toaone-standard deviation shock to credit, ¢4, and monetary pol-
icy, omp. Theimpulse responses to a one-standard deviation shock
to neutral technology, o,, investment-specific, ,, price markup,
O, wage markup, o,, and intertemporal preference, o, are in-
cluded in the Annex. Each graph has 12 lines which depict the re-
sponses under the two alternative financial friction (H Seg. and L

* The only exceptions are the 90% confidence intervals for the medium
and low volatility regimes for credit and monetary policy shocks, which
exhibit some overlap, but the medium volatility means are larger than
the low volatility ones.
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Seg.), the two monetary policy response to term premium (H TP
Resp.and LT P Resp.), and the three-credit-shockvolatility (H Vol.,
MVol.and L Vol.) regimes. High financial frictionsregimesare pre-
sented in red-like colors, while low ones are presented in blue-like
colors. High monetary policy response regimes are presented in
solid lines, while low ones are presented in dashed lines. High vola-
tility regimes have the darkest colors, medium mild tones, and low
ones are in the lightest tones.

Figure 4 shows the impulse response functions of selected vari-
ables to a one-standard deviation credit shock. An unexpected in-
crease of the credit shock increases the 10-year bond yield and the
term premium. Keeping everything else constant, the effect of this
shock on the term premium is larger if the economy is in a high fi-
nancial friction regime (reds) or if the interest rate response to the
term premium is low (dashed). The costlier financing causesa drop
ininvestment, with the effect beinglarger under high financial fric-
tions (reds) or lowinterest rate response (dashed). Despite the tran-
sitoryincrease in output, it eventually drops with the decline being
larger under high financial frictions (reds) and low interest rate re-
sponse (dashed). Inflation and nominal interest ratesincrease more
under low financial frictions (blues) and high interest rate response
(solids). Obviously, the larger the volatility of the shock (darkest),
the greater the amplification of the responses.

Figure 5 shows the impulse response functions of selected vari-
ables to a one-standard deviation monetary policy shock. The un-
expected increase lowers investment, output, and inflation, with
larger dropswhen monetary policy has alow term premium interest
rate elasticity (dashed). The term premium increase is higher when
there are financial frictions (reds) and when interest rate response
is low (dashed).

5.3 Regime Probabilities

The estimation provides us the probabilities of the high and low fi-
nancialfrictionsand monetary policyresponse to the term premium
regimes. Figure 6 shows the smoothed probabilities of each regime.
The Bayesian maximum likelihood estimation of the MS-DSGE mod-
elidentifies 59 quarters (27% of the sample that runs from 1962Q1
to 2017Q4) when financial frictions, measured by the financial in-
termediaries’ portfolio adjustment costs to their net worth, had a
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large probability of being high with the following relevantintervals:
1971Q1-1971Q4,1976Q3-1978Q3, 1983Q4-1985Q4, 1990Q2-1991Q2,
2002Q3-2003Q3,2006Q1-2008Q1,and 20090Q2-2010Q1. Also, there
are 43 quarters when the interest rate response to the term premi-
um is estimated high with the following intervals: 1978Q4-1983Q4,
199002-1993Q4, and 2010Q1-2011Q4. In addition, the MS-DSGE
model estimation has 34 quarters of large probability of high credit
shockvolatility, 46 quarters (20.6%) with large probability of medium
credit shock volatility and 142 quarters (64%) with large probabil-
ity of low credit shock volatility. In subsection 5.4 of counterfactual
analysiswe provide a historical narrative of the mostrepresentative
of these regime switching episodes.

Comparing the MS-VAR and MS-DSGE there are 17 quarters (8%)
whichareatthesame time high-stressvariance and high creditshock
volatility, 24 quarters (11%) that are at the same time medium-stress
variance and medium creditshockvolatility, and 99 quarters (45%)
that are identified both as low-stress variance and low credit shock
volatility states. However, from Figure 7 the intersection of the two
modelsyields 43 quarters (20%) thatare identified at the same time
both either medium or high-stress variance and medium and high
creditshockvolatility. These quartersare 1971Q1, 19730Q2-1974Q1,
1975Q2and Q3, 1981Q3-1983Q4, 1993Q2, 1996Q4-1997Q1, 1997Q4-
1981Q1,2003Q3,2004Q1and Q2,2008Q3and Q4,2011Q3-2014Q3,
2015Q4,and 2016Q2 and Q3.

In the next subsection we review the most relevant episodes.

5.4 Counterfactual Analysis

To explore the characteristics of the MS-DSGE model with multiple
parametersand variancesregimes, in this exercise we generate coun-
terfactual series based on conditional forecast simulations. Particu-
larly, this analysis will permit us to have an idea of what could have
happened iffinancial frictions, monetary policy regimes, and vola-
tility regimes would have remained constant, one atatime, in each
of six selected episodes.

Inwhatfollows, we will examine two blocks of counterfactual sim-
ulation exercises when financial frictions and /or financial credit
shockswere estimated as high or medium, which are shown chrono-
logicallyin Figures 8-13. Figures 9, 10,and 13 correspondstothe three
episodesinwhich the monetary policy posture was responsive to the
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Figure 6
REGIME PROBABILITIES OF THE MS-DSGE MODEL
AT THE POSTERIOR MODE

A. PROBABILITY OF THE HIGH RESPONSE TO TERM PREMIUM REGIME
1.0
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B. PROBABILITY OF THE HIGH SEGMENTATION REGIME
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C. PROBABILITIES OF THE VOLATILITY REGIMES
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B High volatility [0 Medium volatility
Notes: Panel A depicts the probability of the high response to term premium regime;

panel B, the probability of the high segmentation regime; and panel C, the
probabilities of the high and medium volatility regimes.
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COMPARISON OF MS-VAR HIGH AND MEDIUM FRICTIONS STATES,
AND MS-DSGE HIGH AND MEDIUM CREDIT SHOCK VOLATILITIES

1.0
0.9 1 W 1 [ F |
0.8
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0.5
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High + Medium stress variance state MS-VAR

—— High + Medium stress credit shock Ms-DSGE

Note: The gray area reports the probabilities of the high and medium stress regime
variance (as a sum) for the Ms-vaAR model. The black solid line reports the probabili-
ties of the high and medium stress regime variance (as a sum) for the Ms-pDsGE model.

term premium in the intervals 1978Q4-1983Q4, 1990Q2-19930Q4,
and 2010Q1-2011Q4, respectively. Meanwhile, Figures 8, 11, and 12
arethree episodesinwhich theinterestrate response to the term pre-
mium was low. These episodes correspond to the intervals: 1971Q1-
1978Q3, 2000Q4-2004Q4, and 2006Q1-2009Q4, respectively. To
complement the evidence, Table 5 reports the mean and standard
deviation of each variable, in deviation from steadystate, under the
alternative counterfactuals for the analyzed episodes.
Counterfactual figures show alternative paths where only one
feature of the regime switching can change, while keeping every-
thing else constant. Red lines compare counterfactual according to
the degree of financial frictions, red solid lines show the potential
evolution of the variables under high credit market segmentation,
while red dashed lines report potential evolution for the low finan-
cial frictions case. Green lines compare counterfactual according
to the monetary policy response to the term premium; green solid
lines show the case of high policy response and green dashed lines
oflow reaction. Blue lines compare counterfactual under different
degrees of credit shockvolatility, bluesolid lines are the hypothetical
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behavior under high volatility, blue dashed lines report the medi-
um volatility case, and blue dotted lines report a scenario when low
creditshockvolatility had prevailed during the analyzed period. The
solid blacklineisthe datain deviation fromsteadystate. Each figure
presents four quarters before the regime switch, and conditions the
fifth observation which correspondsto first quarter of the episode,
say 1971Q1 or 1978Q4, to be the same and then let the conditional
forecasts differ for each case, sayhigh financialfrictions while using
other estimated transition matrices for monetary policy response
and shocksvolatility. In our attempt to determinate the role of each
specificregime, weisolate the effects of the several sources of regime
changes in the model."*

Since the start of our sample in 1962Q2 and until 1971Q1, the es-
timation assigns a high probability to a low credit market segmen-
tation [y, .7/_o =0.11 (0.01, 0.20)] and low credit shock volatility
[04emi_g =3.83 (3.00, 4.67)] regime."” This despite the 1966 credit
crunch and the Vietnam War expenses run by the government, the
tighter monetary policyin 1967Q3 and 1968Q3, and that according
to the NBER’s Business Cycles Dating Committee there was an eco-
nomic contraction from 1969Q4 to 1970Q4. During this period, the
estimation assignsahigh probabilityto alowinterest rate response to
the term premium [ 7, g _o ==0.24 (=0.36,-0.12)]. Given that there
is scant evidence of regime switching of either financial frictions,
financial shocks or monetary policy response during this 1962Q2-
1971Q1 period, we do not perform a counterfactual exercise for it.

In contrast, in the 31 quarters running from 1971Q1 to 1978Q3,
our estimationidentifies 15 quarterswith a high probability of credit

14 Following Sims and Zha (2006) and Bianchi and Ilut (2017), to isolate
the effects of changesin the financial frictions mechanisms or monetary
policy rules, we remove the credit shocks and monetary policy shocks
intherespective simulations. For the counterfactuals that analyze chan-
ges in the monetary policy we remove the Taylor rule shock and keep
the other sequence of shocks unaltered; while for the counterfactuals
that examine the effects of the segmentation changes, we remove the
credit shock and keep the other sequence of shocks changeless. For
the counterfactuals that simulate the prevalence of the three volatility
shocks, all the sequence of shocks remain invariable.

> The only exceptions are 1964Ql and 1964Q4 when there is a high pro-
bability of high credit market segmentation, and 1967Ql when there is
a high probability of a medium credit shock variance [ 6 zu_y =4.01
(3.13, 4.90)].
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market segmentation [y, .//_; =1.98 with a 90% probability inter-
valin (1.64, 2.31)] and 14 quarters of high probability of high credit
shockvariance [0 zu_; = 7.57 (6.16,8.97)]. Despite these financial
factors, in this whole period, the estimation does not provide evi-
dence of a high interest rate response to the term premium even
when the Federal Reserve raised ratesin 1971Q3 and 1972Q1 to fight
inflation. It is important to keep in mind that during this period,
Richard Nixonunilaterally cancelled the international convertibil-
ity of the US dollar to gold in 1971Q3; the world economy faced the
1973Q3 oil shock due to the Organization of the Petroleum Export-
ing Countries’ embargo; and the US government ran deficits to pay
for the Vietnam war and President Lyndon Johnson’s Great Society
Programs. Also, according to the NBER’s Commiittee, there was an
economic contraction from 1973Q4 to 1975Q1.

Figure 8 shows the first counterfactual exercise focused on this
episode when as mentioned there is a high a probability of regime
switchesrelated to financial frictions and shocksvolatility. In 1971Q1,
the term premium was above its steady-state level, interest rates
dropped from 8.98% in December 1970 to 3.72% in February 1971,
GDP growth was below steady state and inflation was low but above
steady state. Comparing the effects of financial frictions, the red
solid line of high credit market segmentation partially explains
why the term premium dropped sharply, inflation rose, the inter-
est rates increased, and output growth was smaller, relative to the
red dashed line of low credit market segmentation where the term
premium would have stayed closer to steady state, there would have
beenamore moderateincreaseininflation, interest rateswould have
increased less, and output growth would have been bigger than the
data. Obviously, there were other important domestic and external
factors affecting the economy, but these factors would have been
present regardless of the level of financial frictions. The opening
quote in the paper by Bernanke talks about the dangerous effects
of persistent deviations of the term premium from its steady state,
here wesee thathigh credit market segmentation caused these devi-
ationsto be larger and more persistent. What could have happened
if the monetary authority had responded more aggressively to the
term premium (solid green versus dashed green lines)? Interest
rates would have remained lower during the whole episode, and al-
though inflation would have been slightly higher until 1973Q2, for
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the remaining ofthe sample (1973Q3-1978Q3) itwould have been on
average 1% lower thanwith a 100% probability of high response and
1.2% lower than the data. The trade-off to this important inflation
reduction is that output growth would have been lower by 0.5%. If
shocksvolatility hasbeen lower (dotted blue), inflation and interest
rates would have been lower and less volatile, while average output
growth would have been higher than the data.

Figure 9 shows the first time when our estimation assigns a high
probability to a high interest rate response to the term premium [
Ty =—1.16 (-1.20, -1.10)] from 1978Q4 to 1983Q4. In this epi-
sode, the estimation assigns a high probability to high credit mar-
ketsegmentationin 1980Q1 and 1980Q2, 198203 and 1982Q4, and
1983Q4. Meanwhile, the estimation assigns a high probability of a
high credit shock volatility from 1981Q3 to 1984Q4. With inflation
and interest rates rising during the late 1970s and early 1980s, sav-
ings and loan institutions that had regulation on maximum inter-
est rates that they could pay to depositors saw their funding base
eroded, while the fixed-rate interest that they earned in their mort-
gagesrepresented large valuation lossesin their assets. Despite the
DepositoryInstitutions Deregulation and Monetary Control Act of
1980, which prompted industry deregulation, it turned out insuffi-
cient eventually requiring taxpayer’s bailout.

The high interest rate response to term premium, which accord-
ingtothe estimation started three quarters before Paul Volcker were
appointed as Federal Reserve’s chairman, came when the term pre-
miumwas below steadystate, inflation wasrelatively high and rising,
interest rates were also rising, and GDP was above trend. In 1979Q4
there wasanegative oil supplyshockrelated to the Iraqand Iran war.
The NBER’s Commiittee identifiestworecessionsin this episode, from
1980Q1 to 1980Q3 and from 1981Q3 to 19820Q4.

Whatiftheinterestrateresponse had notchanged (dashed green
line) relative to a fully credible regime switch in monetary policy
(solid green line)? With a low response interest rate, the term pre-
mium would have been much lower deviating from the steady state
until 1982Q1, GDP would have expanded, but at the cost of much
higher inflation, which eventually would have required higher in-
terest rates. Meanwhile, if credit shock volatility would have been
lower (dotted blue), the term premium would have been closer to
the steady-state level, with lower inflation and interest rates without
excessive GDP fluctuations.
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Figure 10 displays the counterfactual exercise for our next ana-
lyzed episode is 1990Q2 to 1993Q4 when interest rate response to
theterm premiumisalso estimated high with high probability. Start-
ingin 1990Q)3, the Federal Open Market Committee lowered inter-
estrates from 8.25% to 4% by the end of 1991 and to 3% by 19920Q3.
Meanwhile, the NBER’s Committee datesa contraction from 19900Q3
to 1991Q1.

The estimation assigns a high probability to high financial fric-
tions from 1990Q2 to 1991Q2 and on 1993Q1 and 1993Q2, while
creditshockvolatilityhasahigh probability of being of medium mag-
nitudein 1990Q4 and from 1993Q1 to 1993Q3. The Federal Depos-
itsand Insurance Corporation (FDIC) experienced animprovement
after president George H. W. Bushresponded to the problemsin the
banking and thriftindustries which have their origins two decades
before. By the end of 1991, nearly 1,300 commercial banks either
failed orrequired failing assistance from the FDIC causingits severe
undercapitalization. The main overarching provisions of the FDIC
Improvement Act, which was implemented in 1994, include prompt
corrective action and least cost resolution. This process was followed by
the Riegle-Neal Act of September 1994 that allowed banks to branch
atintra-and interstate levels.

Inthis episode, term premium was below the steady state but rose
quickly. Alowresponseto term premium (green dashed) would have
implied asharper cutininterestratesand alongerand deeperreces-
sion, while a fully-credible high response policy (green solid) would
have cut interest rates less, but earlier, and could have shortened
and mitigated the recession. According to the low response policy,
term premium would have spiked, and there could have been ahuge
economic contraction in 1992Q]1. Regarding financial frictions,
it calls the attention that with higher credit market segmentation
(solid red) the term premium would have raised less, interest rates
would have fallen more since 1990Q3 and the GDP growth recovery
would have been stronguntil 1993Q1 when the observed high finan-
cial frictions dragged GDP growth. Low shocks volatility (blue dot-
ted) would have implied a lower term premium, and the recession
would have been smaller despite less aggressive interest rate cuts,
while high volatility (blue solid) would cause higher term premium
and amuch deeper recession.

Figure 11 shows the counterfactual exercise for our next ana-
lyzed episodeis 2000Q4 to 2004Q2 when there isa high probability
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of medium credit shock volatility from 2000Q4 to 2001Q3 and from
2003Q3 to 2004Q2, and of high financial frictions in 2001Q4 and
from 2002Q3 to 2003Q3. Itis important to mention thatin 19990Q4
President Bill Clinton signed into law the Financial Services Mod-
ernization Act, commonly called Gramm-Leach-Bliley Act. Thislaw
repealed the Glass-Steagall Act and gave the Federal Reserve new su-
pervisory powers. With this legislation, it was intended to promote
the benefits of financial integration for consumers and investors,
while safeguarding the soundness of the banking and financial sys-
tems. Now the commercialand investment banking, separated since
1933, would not have restrictions of integration between them lead-
ing to the creation of the financial holding groups (Mahon, 2013).
The most common case is the merger and acquisition of Travelers
Group with Citicorp, forming the nowadays well-known Citigroup.
In this period the Federal Reserve also played an active role as a su-
pervisor of the financial holding companies (FHC). The Federal
Reserve supervises the consolidated organization, while primarily
relying on the reports and supervision of the appropriate state and
federal authorities for the FHC subsidiaries, taking the role of an
umbrella supervisor. This necessity surge because these large FHC
had risk spread across their subsidiaries but managed it as a con-
solidated entity.

In this episode there is a low probability of a high monetary pol-
icy response to the term premium. The NBER’s Committee dates a
contraction from 2001Q1 to 2001Q4 and starting in January 2001;
the Federal Open Market Committee cutinterestrates 11 timesthat
year from 6.5% to 1.75%. Comparing the greenlines, we see that with
a more responsive monetary policy rate, that had lowered interest
rates more steeply, would have resulted in a lower term premium
and it might have delayed an output contraction until 2002Q3, but
the contraction might have ended being more severe, while infla-
tionwould have been larger. The red dashed line provides evidence
that if high financial frictions had not been present the economy
would have experienced astronger recoverysince 2002Q3. The sol-
id blue line shows that if shocks had been high, the economy would
have suffered amuch more volatile cycle with higher term premium,
much lower interest rates, greater output contraction, and even a
prolonged deflation.

Figure 12 displays the counterfactual exercise for our next ana-
lyzed episodeis 20060Q1 to 2009Q4 when there is a high probability
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of medium creditshockvolatilityin 20060Q3,2008Q2, and 2008Q3,
and high volatilityin 2008Q4, while high frictions are identified in
20060Q1-2008Q1 and 20090Q2-2010Q]1. Despite being the episode
directly related with our opening quote, where recently appointed
Chairman Bernanke was highlighting the risks of financially stim-
ulative declinesin the term premium and the need of greater mon-
etary policy restraint, in this episode there is a low probability of a
high monetary policy response to the term premium.

This episodeis preceded bya Federal Reserve’s funds target that
in June 30, 2004, started an upward trend from the 1% prevailing
since June 25, 2003, to 2.25% by the end of 2004, and 4.25% by the
end of 2005. During the first half of the year the Federal Open Mar-
ket Committee added other four 0.25% increments to 5.25% by June
2006. What could have happened if monetary policy was more re-
sponsive towards the term premium? According to the counterfac-
tual, the solid green line shows that this would have implied rising
interest rates by an additional 2%, which would have significantly
slowed down economic activity. However, GDP growth did not have
thelarge boom-bust cycle implied bya 100% probability of low mon-
etary policy response as depicted by the dashed green line.

The comparison of the red solid line of high financial frictions
andred dashed line of low financial frictions allows us to see the im-
portantrole that credit market imperfections played in the 2007Q4
to 2009Q2 output contraction. The presence of high financial fric-
tions also allows us to understand why the Federal Reserve need-
ed to be so aggressive lowering interest rates during the recession
lowering them to 4.25% by the end of 2007 and to [0%-0.25%] on
December 16, 2008. Meanwhile, the comparison of the three blue
lines related to the magnitude of shocks volatility shows that if this
hadremained highin 2009Q1 and 2009Q2, the output contraction
would have deepened.

This period includes the most critical events of the subprime cri-
sis. According to Calomirisand Haber (2014), there isno consensus
among scholars, practitioners, and politicians about the key causes
of the subprime crisis. Some theories explaining this crisis include
the creation of newandriskier financial securitieslike the mortgage
back securities and other financial derivatives; the excessive risk
taking by government-sponsored enterprises such as Fannie Mae
and Freddie Mac; and the Bush-era free market ideology. Pushing
Fannie and Freddie to purchase highly leveraged risky mortgages
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to increase the liquidity and the capability of the lenders to extend
more credits targeted to specific borrowers had huge effects on the
mortgage markets. The mortgage securities market was highly un-
regulated. Financial indicators such as the LIBOR /OIS spread gave
signs of stress and uncertainty in the US economy. Rating agencies
played abigroleinthisevent. Creditratingsassigned byratingagen-
cies affected the allocation of risk capital in the economy. Higher
creditratings allowed firms to borrow at better terms and thus posi-
tivelyaffectafirm’svalue (Baeetal., 2015). After the market crash, the
Federal government of the USand the Federal Reserve took unprec-
edented actions. Fannie Mae and Freddie Mac became government
owned bank after their bailout. Liquidity-support programs were
designed tosupportthedifferent marketsindistress (Calomirisand
Haber, 2014). Asameasure of prevention and supervision, President
Obama passed the Dodd-Frank Acttoreformand regulate the bank-
ing system through the creation of aseries of governmental agencies.

Figure 13 shows the counterfactual exercise for ourlast analyzed
episodeis 2010Q1 to 2011Q4when thereisahigh probability ofa high
interest rate response to the term premium. Financial frictions are
estimated to be high in 2010Q4 and 2011Q4, while medium credit
shockvolatilityhasahigh probability of having taken placein 2010Q2
and from 2011Q2to0 2011Q4. Itisimportant to have in mind that the
FederalReserve fundsrate wasinazero-lower bound from December
2008 to December 2015. The economy was recovering from areces-
sion, and the term premium was above the steadystate. The behavior
ofthe term premium is followed closely by the one of high monetary
policyresponse, high financialfrictions, and medium and lowshocks
volatility. The high interestrate response would have implied lower-
inginterest rates by anadditional 1.5% in 2010Q4, which compares
to an average —0.95% in 2010Q4 and -1.23% in 2011 according to
the quantitative easingadjusted shadow interest rate in Wuand Xia
(2015). Iffinancial frictions had been low during the entire episode
GDP growth could have always been above the observed level, while
if responsive monetary policy had been fully credible GDP growth
would have been also higher until 2011Q2.

Intheaftermath of the 2007-2009 crisis, President Barack Obama
noticed that “the financial sector was governed by antiquated and
poorly enforced rules that allowed some to take risks that endan-
gered the economy.” The US Congress, the White House, and the
Federal Reserve took actions to improve the actual regulation of
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the financial sector. By the last quarters of 2009, these authorities
begantheir participationin the craft ofthe Dodd-Frank Wall Street
Reform and Consumer Protection Act.

In2010Q1, Federal Reserve announced QE2, buying USD 600 bil-
lioninlong-term Treasurysecurities and reinvestment of proceeds
from prior mortgage-backed security purchases. By this time, Ber-
nanke began hissecond term as Federal Reserve chairman. Also, the
Dodd-Frank financial reform became law, and the Federal Reserve
issued guidelines for evaluatinglarge bank holding companies’ cap-
ital action proposals. By 2011, the Consumer Financial Protection
Bureau opened its doors, procuring the health and protection of
the consumers supervising disclosure of banks, lenders, and other
financial companies. Around the globe, Greece admitted a deficit-
to-GDP ratio of 12% (2009Q4) so that the International Monetary
Fund and the European Central Bank ran the first rescue plan and
completed it two quarters later. By the third quarter of 2011 the Fi-
nancial Stability Board cleared to purchase sovereign bonds.

6. CONCLUSIONS

Inthis paper, we use a MS-VAR to provide evidence of theimportance
of allowing for switching parameters (nonlinearities) and switch-
ing variance (non-Gaussian) when analyzing macrofinancial link-
ages in the US. Using the preferred specification of two regimes in
coefficients and three regimes in volatilities, we modify the DSGE
model in Carlstrom et al. (2017) by allowing Markov-switching in
the parameters that capture financial frictions, monetary policy re-
sponses, and stochastic volatility. Classifying regimes as high and
low financial frictions, high and low interest rate response to term
premiumand high, medium, and low credit shock volatility; we per-
form a Bayesian estimation of the model to identify those regimes.
The Bayesian maximum likelihood estimation of the MS-DSGE mod-
elidentifies 59 quarters (27% of the sample that runs from 1962Q1
to 2017Q4) when financial frictions, measured by the financial in-
termediaries’ portfolio adjustment costs to their net worth, had a
large probability of being high with the following relevant inter-
vals: 1971Q1-19710Q4, 1976Q3-1978Q3, 1983Q4-1985Q4, 1990Q2-
1991Q2, 20020Q3-2003Q3, 2006Q1-2008Q1, and 20090Q2-2010Q1.
Also, there are 43 quarters (19.3%) when the interest rate response
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tothe term premium is estimated high with the following intervals:
19780Q4-19830Q4,199002-19930Q4, and 2010Q1-2011Q4. In addition,
the MS-DSGE estimation has 34 quarters (15.2%) of large probability
ofhigh creditshockvolatility, 46 quarters (20.6%) with alarge prob-
ability of medium credit shock volatility and 142 quarters (63.7%)
with a large probability of low credit shock volatility.

We analyzed six episodeswhen financial frictionswere highand /
or credit shocks volatility was either medium or high denoting dis-
ruptions in financial markets. In three of those episodes, 1978Q4-
198304, 19900Q2-19930Q4, and 2010Q1-2011Q4, short-term interest
rates had a high response to the term premium. In the other three
periods of financial distress, 1971Q1-1978Q3,2000Q4-2004Q4, and
2006Q1-2009Q4, short-terminterest rateshad alowresponse. Coun-
terfactual exercisesallowed us toanalyze what could have happened
under alternative credit market conditions and monetary policyre-
sponses. These counterfactuals provide evidence of the amplifying
effects of financialfactors and the role that monetary policy has had
mitigating financially driven business cycles.

ANNEX

Impulse Response Functions

Thisannex showstheimpulse response toaone-standard deviation
shock to neutral technology, o,, investmentspecific, o, price
markup, o,,, and intertemporal preference,
0,,- Asdescribed in the text, each figure has 12 lines which depict
the responses under the two alternative financial friction (H Seg.
and L Seg.), the two monetary policy response to term premium (H
TP Resp.and L TP Resp.), and the three credit shock volatility (H
Vol.,M Vol.and L. Vol.) regimes. High financial frictionsregimes are
presented in red-like colors, while low ones are presented in blue-
like colors. High monetary policyresponse regimesare presented in
solid lines, while low ones are presented in dashed lines. High vola-

a’
wage markup, o

w?

tility regimes have the darkest colors, medium mild tones, and low
ones are in the lightest tones.
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This chapter empirically compares the implications of two distinct models of
FX intervention, within the context of inflation targeting regimes. For this
purpose, it applies the VAR methodology developed by Kim (2003) to the cases
of Mexico and Brazil. Ourresults can be summarized in three points. First, FX
interventions have had a short-lived effect on the exchangeratein both econo-
mies. Second, the Brazilian model of FX intervention entails higherinflation-
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1.INTRODUCTION

istorically, Latin America hasseenawide range of choicesin

terms of exchange rate and monetary policy regimes. Since

the early 2000s a number of countries have opted for an in-
flation targeting regime and devoted interest rate setting to meet
thetarget. Duringthis period, the goal of monetary policyhasbeen
almost exclusivelyto keepinflation under control. However, inflation
targetsand interestrate setting have come with varying degrees of ex-
changerate flexibility: Latin American economies currently perform
foreign exchange (FX) interventions under substantially different
models. This chapter investigates whether a country’s choice of FX
intervention model constrains their impact on the exchange rate,
the country’s inflation rate, and the nature of interaction between
exchange rate and conventional monetary policies (interest rate
setting). For this purpose, it uses the vector autoregression (VAR)
modeldeveloped by Kim (2003) to compare the cases of Mexicoand
Brazil, two inflation targeting countries with two distinct models of
FXintervention.

When asked about the exchange rate policies followed by Mexico
and Brazil, most economists would probably classify them as man-
aged floating policies (see Ilzetzki et al., 2008; Tobal, 2013; and IMF,
2015 for alternative exchange rate regime classifications).' Howev-
er, asillustrated in Figures 1 and 2, using a single category for both

! The IMF Annual Report of Exchange Arrangements and Exchange

Restrictions (2015) classifies both economies as inflation-targeters. As
for their exchange rate regimes, there exists some variation. Ilzetzki
et al. (2008) extend Reinhart and Rogoff’s classification of de facto
exchange rate regimes for the period 2000-2010 and find that, over
this period, both Brazil and Mexico had managed floating regimes. In
a different research, Tobal (2013) conducts a survey and assembles a
unique database on foreign currency risk and exchange rate regimes.
Using thisinformation, he constructs an alternative classification based
on self-report perceptions of regimes for seventeen Latin America and
the Caribbean economies. According to this database, Braziland Mexico
had pegged float exchange rate regimes over the period 2000-2012. In
an expanded classification that accounts for regulatory measures, Tobal
(2013) reclassifies the Brazilian regime as foreign exchange controls
over 2000 Q1-2005 Q2 to capture the existence of two regulated FX
markets. Finally, in the IMF annual report (2015), the Brazilian and
Mexican regimes are classified as floating and free floating, respectively.

222 M. Tobal, R. Yslas



FOREIGN EXCHANGE INTERVENTION IN BRAZIL AND MEXICO,
2000-2013
Millions of dollars
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includes dollar purchases in the forward includes dollars auctions, put
and spot markets, repurchases options, mechanisms to slow
and foreign currency loans. the pace of reserve accumulation,
Source: Banco Central do Brasil. and contingent dollar sales.

Source: Banco de México.

countries would hide substantial differences across the two emerg-
ing markets. Figure 1 shows that the majority of Brazilian interven-
tions have involved net dollar purchasesand, importantly, they have
been performed onaregularbasis. Onthe other hand, the majority
of Mexican interventions have involved net dollar sales and inter-
ventions have been more sporadic (mostly in the aftermath of the
2008-2009 financial crisis). Moreover, whereas Mexico has followed
apreestablished rule, Brazil has primarily used discretionaryinter-
ventions. In summary, although both Mexico and Brazil are infla-
tion targeting countries, they represent two distinct models of FX
interventions.

This research compares the two models of FX interventions by
employing the VAR structure setup with short-run restrictions de-
veloped by Kim (2003). We adapt Kim’s restrictions to the case ofan
emerging market and estimate his model with Mexican data on the
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one hand and with Brazilian data on the other hand.? Our choice of
Kim’smethodologyis based onthree facts. First, thismethod allows
ustodirectlyaddress the simultaneity bias presentin studies on the
effects of intervention on the exchange rate. Second, we can use a
single model to estimate the effects of FX interventions on a set of
macroeconomicvariables (and notsolely the exchange rate). Third,
thismethod providesaunified framework to analyze the interaction
between FX interventions, exchange rates, and monetary policies.
Therefore, the estimations of thsresearch are not biased by the fact
that these two policies are frequently chosen jointly.?

Our firstresult shows that FX interventions have had ashort-lived
effectonthe exchangerateinboth Mexico and Brazil: a positive one-
standard deviation shock in FX interventions is associated with de-
preciations of the Brazilianreal and of the Mexican peso during one
and two months, respectively. This resultis consistent with findings
intheliterature that fullysterilized interventions have significant ef-
fectsonthe exchangerateintheshortrun (interventions are found
to be sterilized in our model; see Tapia and Tokman, 2004; Rincén
and Toro, 2010; Kamil, 2008; Echavarria et al., 2010; Echavarria et
al., 2009; Kohlscheen and Andrade, 2013; Guimaraes, 2004; and
Section 2 for areview of this literature).

Our second result demonstrates that FX interventions have no
inflation costs in Mexico but have costly inflation effects in Brazil.
We investigate whether this result is driven by cross-country differ-
encesin exchange rate pass-through by studying the response of in-
flation to a shock in the exchange rate. Neither the timing nor the
level of thisresponse suggests that pass-through can entirely explain
the higherinflation costs borne by Brazil. We then conclude that FX
interventionsare associated with higherinflation ratesin Brazil, re-
gardless of their effect on the exchange rate. Put differently, the FX
interventions modeladopted by Brazilseemsto beinherentlyrelated
to higher inflation rates (relative to the Mexican model).

2 As mentioned, Kim (2003) examines the interaction between FX inter-

ventions and interest rate setting for the case of the United States.
3 For example, when devaluating the exchange rate, purchases of dollars
could generate inflationary pressures. In order to counteract these pres-
sures, the central bank could raise the interest rate, partially offsetting
the depreciation and, therefore, the initial impact of interventions on
the exchange rate. So not taking into account the impact of monetary

policy would generate a downward bias in the estimated effect.
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Our third result deals with the interaction between exchange
rate and conventional monetary policies. We study the response of
interest rate setting to a FX intervention shock. The outcome shows
that this interaction is of a different nature in each FX intervention
model. Whereas the Banco de Méxicoraisesthe interest rate imme-
diately after the shock, the response of the Banco Central do Brasil
appears four months later. We speculate that this can be attributed
toparticular characteristics of the Brazilian model: Ahigh frequen-
cyofinterventions makes it harder toaccompany each of them with
increasesintheinterestrate. Oneimplicationisthat, within the con-
text of the Brazilian model, the interest rate tends to be lessrespon-
sive to the inflation rate. At the same time, the later response of the
interestratein Brazil partially explains our second result, where FX
interventions have higher inflation costs in the country.

As more thoroughly explained in Section 2, this chapter makes
two main contributions to studies that investigate the effectiveness
of FXinterventionsin Mexico and Brazil. First, we base our study on
asingle model for conventional monetary policy, FX interventions,
and exchange rate. From a methodological point of view, this con-
tributionisrelevant because FXinterventions, monetary policy, and
exchange rate interact with each other and not accounting for this
interaction may generate sizable bias (Kim, 2003). Second, we com-
pare the two countries and assess the implications of choosing dif-
ferent models of FX interventions.

Therestofthe chapterisorganized asfollows.Section 2 reviews the
related literature and highlights the contributions of this research
totheliterature. Section 3 explains the data, the methodology, and
theidentifying assumptions employed in the analysis. Section 4 dis-
cusses the empirical results and Section 5 examines the robustness
of the results. Finally, section 6 concludes.

2. RELATED LITERATURE

This research relates to a set of studies investigating whether steril-
ized FXinterventions are effective in influencing the level and vola-
tility of the exchange rate. To investigate this issue, the literature
has primarily employed single equation econometric models such
as GARCH specifications, cross-country studies, and event study ap-
proaches. Overall, the literature is not conclusive on the effectiveness
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of FX interventions. Whereas some papers support the idea that FX
interventionsare effective solelyin the shortrun, othersfind no evi-
dence of significant effects (see Sarno and Taylor 2001; Neely, 2005;
and Menkhoff, 2013, for literature reviews).

For the particular case of Latin America, most studies show that
FXinterventionsaffectthelevel ofthe exchangeratein the short-run
but are mixed about their effects on volatility (see Tapia and Tok-
man, 2004; Domac and Mendoza, 2004; Kamil, 2008; Rincén and
Toro, 2010; Adler and Tovar, 2011; Kohlscheen and Andrade, 2013;
Broto, 2013; Garcia-Verdua and Zerecero, 2014; and Garcia-Verdu
and Ramos-Francia, 2014). For Brazil, Stone et al. (2009) show that
measures aimed at providing liquidity to the FX market affect the
leveland volatility of the Brazilian real /US dollarrate.* Kohlscheen
and Andrade (2013) useintraday datato demonstrate thatacentral
bank’s offer to buy currency swaps appreciates the exchange rate
in Brazil.’ For Mexico, Domac and Mendoza (2004) find that dollar
sales by the central bank appreciate the peso and have a negative
impact on its volatility, while dollar purchases are found to be not
statistically significant. In contrast, Broto (2013) employs a larger
period (July 21, 1996 to June 6, 2011) to show that both foreign cur-
rency purchases and sales are associated with lower exchange rate
volatility. Garcia-Verdud and Zerecero (2014) investigate the effects
of dollarauctions withoutaminimum price onliquidity and orderly
conditions. Theyshow that, when these conditions are measured by
bid-ask spreads, the aforementioned auctionsimprove liquidityand
promote orderin the FX market.’ Garcia-Verdi and Ramos-Francia
(2014) take alower frequency approach and use intraday data to in-
vestigate the consequences of FX interventions. Their result show

Stone et al. (2009) study measures taken in the aftermath of the 2008-
2009 financial crisis. They find that spot dollar sales and the announce-
ments on futures market intervention appreciate the local currency.
5 Note that by selling a currency swap to the central bank, the financial
institution receives the equivalent of the exchange rate variation plus
a local onshore US interest rate. This reduces its demand for foreign
currency, consequently appreciating the exchange rate.

The interventions considered by Garcia-Verdu and Zerecero (2014)
lasted five minutes. They show that this modality of intervention is as-
sociated with a lower bid-ask spread of the peso/dollar exchange rate.
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that the effects of FX interventions on exchange rate risk-neutral
densities are statistically little.”

In contrast with the studies on the effectiveness of FX interven-
tions mentioned above, this research does not employ a uniequa-
tional econometric model for the exchangerate. Instead, we analyze
this issue in a unifying framework for FX interventions, monetary
policy, exchange rate, and inflation (among other variables). This
isrelevant because, as argued by Kim (2003), the two types of poli-
cies and the exchange rate interact with each other.

The research also relates closely to a strand of literature that es-
timates a rich set of macroeconomic relations and interactions be-
tween FXinterventions and conventional monetary policy (see Kim,
2003; Guimaraes, 2004; and Echavarria et al., 2009). To estimate
these relations, the literature employs structural VAR frameworks
with short-run restrictions. For instance, Kim (2003) uses monthly
datatoshowthat net purchases of foreign currency substantially de-
preciate the exchange rate in the United States (US). He also finds
that even if these purchases are sterilized, they have significant ef-
fects on monetary variables in the medium run. Following Kim’s
framework (2003), Echavarria et al. (2009) jointly analyze the ef-
fects of FX intervention and conventional monetary policy on the
exchange rate, interest rate, and other macroeconomic variables
for Colombia. They show that foreign currency purchases devalue
the nominal exchange rate over one month.®

Inlinewith the VAR literature on FXinterventions outlined above,
we estimate the effects of interventions on abroaderset of macroeco-
nomicvariables (including inflation and interest rates). In contrast
with Kim (2003), Guimaraes (2004), and Echavarriaetal. (2009), we
estimate these effects for two countries (Braziland Mexico) that fol-
low different models of intervention and analyze the implications
of such differences in terms of inflation costs and interactions be-
tween FX intervention and conventional monetary policies.

Finally, thisresearchis related to those studying the existence of
exchangerate pass-through. Anumber of papers have documented

7 Garcia-Verdu and Ramos-Francia (2014) use options data to estimate
the exchange rate risk-neutral densities.

8 Guimaries (2004) finds that yen purchases by the Bank of Japan ap-

preciate the nominal exchange rate but have no significant effects on

either money supply or interest rates.
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anotablereductioninthelevel of pass-throughin both Mexicoand
Brazil since the early 2000s (for example, Cortés, 2013; Capistran
etal.,2012; Nogueiraand Leén-Ledesma, 2009; Mihaljek and Klau,
2008; Nogueira, 2007; and Belaisch, 2003). For instance, Noguei-
ra (2007) shows the adoption of inflation targeting regimes has re-
duced the level of pass-through in Mexico and Brazil (among other
emerging economies). Notwithstandingitsreduction, there are still
references to exchange rate pass-through in both countries (see
Barbosa-Filho, 2008, for the case of Braziland Banco de México’s
Inflation Report from April-June 2011 for the case of Mexico). In
this chapter, we argue that this pass-through cannot entirely ex-
plain the inflation costs associated with FX interventions.

3. DATAAND METHODOLOGY

3.1 Variable Definition and Structural VAR
with Short Run Restrictions

We optforrestrictionslinking endogenousvariablesin the short run
for two reasons. First, the literature that uses long-run restrictions
frequentlyassumes money neutrality to identify effects of monetary
policy shocks (see Lastrapes and Selgin, 1995; Fackler and McMil-
lin, 1998;and McMillin, 2001). Money neutralityisreasonable when
linking real variables, but most of the variables in our VAR system
are nominal. Second, models with short-run restrictions perform
betterinterms ofaccuratelyidentifying FX market intervention and
conventional monetary policyshocks (see Kim, 2003, and Faustand
Leeper, 1997).°

Let y, be the 7x1 vector which includes first differences of the en-
dogenousvariableswe consider. These variablesand the correspond-
ing data are summarized by the following list: the money market

® The correct identification of structural shocks rests on the correct
estimation of the structural parameters. In this line, Faust and Leeper
(1997) show that inferences from VARs based on long run assumptions
might not be reliable because of data limitations. They argue that the
long-run effects of structural shocks are not precisely estimated in small
samples, and this inaccuracy transfers to impulse-response exercises. In
other words, structural shocks might not be correctly identified when
assuming long-run restrictions in finite samples.
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interest rate is used for the interest rate (7,), the monetary base is
employed for the monetary aggregate (m,), the consumer price in-
dexis employed for consumer prices (¢pi,), industrial production is
used as a proxy for output (ip,), thelocal currency price of Us dollars
isused for exchange rate (¢,), a commodity price index is employed
for commodity prices (pc,) and, finally, net purchases of dollars are
used for foreign exchange interventions ( fei,)'"!'. These endogenous
variables and data are the same as those considered by Kim (2003)
and very closely followed by Echavarria et al.’s approach (2009). In
contrastwith those investigations, we take first differences to ensure
thatall the variables are stationary.'?

The period underinterest is defined to comprise the inflation tar-
geting period and we use monthly data (kigh-frequency information) to
capture the impact of FX marketinterventions on the exchangerate.
The sample period is thus defined as 2000M1-2013M12. The data
come from different sources: the Banco Central do Brasil, the Inter-
national Financial Statistics of the IMF, and the Banco de México.

The dynamics of the Brazilian and the Mexican economies are
defined by the following structural model:

Aoy, :A(L)yt—l +é&;,

where A;isamatrix of contemporaneous coefficients, A(L)is a poly-
nomial matrix in the lag operator L, and &; isa 7x1 structural dis-
turbance vector. The variance-covariance matrix of the structural
disturbancesisdenoted by var (g, ) = ,, where the diagonal elements

19 Allvariables are in log terms (multiplied by 100), with the exception of
foreign exchange intervention and interest rates that are in percentage
terms. We normalize foreign exchange intervention by the quadratic
trend of the monetary base.

For Brazil, foreign exchange interventions refer to interventions in the
forward and spot markets, repo lines of credit, and foreign currency
loans. For Mexico, foreign exchange interventions concern interven-
tions through US dollar auctions, put options, contingent dollar sales
mechanisms, and sales aimed at slowing the pace of reserve accumula-
tion.

12 According to the unit root tests for both Mexico and Brazil, all variables
except foreign exchange interventions are integrated to an order of
one. Foreign exchange interventions are stationary in levels (see Annex
for further details).
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are the variances of structural disturbances and the nondiagonal
elements are assumed to equal zero (so that the structural distur-
bances are assumed to be mutually uncorrelated).

The reduced form of the structural model is obtained by multi-
plying the inverse of A, on both sides of Equation 1, and is written
as follows:

2] i =B(L)y +u.

where B(L)is 7x7 polynomial matrix in thelag operator L and ,isthe
7x1vector ofreduced form (estimated) residualswith var(u, )=%,,.

By estimating Equation 2, we will obtain estimates of var(u,)=%,
that will allow us to recover the structural parameters of the model
defined in Equation 1.

In order to recover the structural parameters, it is important to
note thattheresiduals of the structuraland of the reduced formare
related by &, = Ayy,. Thisimplies X, = A2, A) andyieldsasystem of
49 equations. Thus, torecover the structural parameters, we need to
imposeatleast 28 restrictionson Ajand _ because 28 ofthe system’s
equations are independent and by plug&ing the sample estimates
of var(u, )=2,, we are left with 56 unknowns'*'*. As explained be-
low, we will impose 35 parameter restrictions and over identify the
system (see the next subsection for further details).

When imposing restrictions on A, the literature on structural
VAR with short-run restrictions frequently employs the convention-
al normalization of the simultaneous equation literature. That is,
it assumes that the seven diagonal elements of A, are equal to one.

¥ Ingeneral, there are 7(n+1)/2 independent equations, where nequals
the number of endogenous variables: all the n(n—-1)/2 off-diagonal
elements of AjX,A) are equal to zero, and the diagonal elements of
AyZ,A) are equal to the structural error variances. Furthermore, there
are n(n+1) structural parameters: the n* elements of A, plus the n
diagonal elements of X_. Thus, once we assume the diagonal elements
of Ajor X, are equal to one, we need to impose at least n(n—1)/2 ad-
ditional restrictions. However, imposing those n(n+1)/2 restrictions
is a necessary but not a sufficient condition to identify the structural
system. For a necessary and sufficient condition see propositions 9.1
and /or 9.3 of Lutkepohl (2005).

" Tmposing only 28 restrictions is a necessary but insufficient condition

to identify the structural system.
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Alsoveryfrequently, theadditional 21 restrictionsarise fromtheas-
sumption that A, is the lower triangular matrix (this assumption is
referred to as the Cholesky decomposition in this literature).

An issue with the Cholesky decomposition is that it imposes a
recursive structure on the contemporaneous relations among the
variables given by A ; thatis, each variable is contemporaneously af-
fected by those variables above it in the vector of endogenous vari-
ables y,, but it does not contemporaneously affect them."” From a
practical perspective, the problem with the recursive structure is
that outcomesare frequently sensitive to changes in the variable or-
dering. In otherwords, each ordering mightimplya different system
of equations and thusyield different results.

3.2 Defining Contemporaneous Restrictions

In contrast with the common practice in the VAR literature that as-
sumesthatthe seven diagonal elements of A, are equalto one, we fol-
low Cushman and Zha’s (1997) and Sims and Zha’s (2006) approach
byrestricting the main diagonal elementsin X, toequal one. This
approach has the advantage of simplifying some formulas used in
the inference and does not alter the economic substance of the sys-
tem (Sims and Zha, 2006).'°

Withregard tothe remaining 28 restrictions, we depart from the
standard Cholesky decomposition by using the generalized meth-
od proposed by Blanchard and Watson (1986), Bernanke (1986),
and Sims (1986). This approach allows for a broader set of contem-
poraneous relations among the variables so that A, can have any
structure, whether recursive or not. In particular, we impose the
28 short-run restrictions on A, listed in Table 1.'” Each row in this

!5 Note that when A, is assumed to have a recursive structure, the assump-
tion that the elements of its main diagonal equal one provides the
additional restrictions to exactly identify the structural parameters.
Sims and Zha (2006) argue that this method “compels the reader to
remain aware that the choice of lefi-hand-side variable in the equations
of models with the more usual normalization is purely a matter of
notational convention, not economic substance” (p. 248).

16

7 The overidentification is not rejected by the likelihood ratio test at any

conventional level. In particular, the statistic x* equals 11.34 in the
case of Brazil and 3.15 in the case of Mexico, with significance levels
of 0.125 and 0.871 respectively (see Table A.2 in the Annex).
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Ay MATRIX AND CONTEMPORANEOUS RESTRICTIONS

Afei, A, Am,  Acpi,  Aip, Ae, Apc,
Afei, Su 0 0 0 0 16 0
A, 8o 822 8os 0 0 0 0
Am, 0 832 833 4 835 0 0
Acpyi, 0 0 0 8u4 8us 846 0
Aip, 0 0 0 0 . 0 0
Ae, 861 82 863 84 85 8o6 8e7
Ape, 0 0 0 0 0 0 .

table can be interpreted as a contemporaneous equation. For in-
stance, the first row tells us how foreign exchange interventions re-
act contemporaneously to movements in the remaining variables
(the interest rate, among others).

Note in the first row of Table 1 we assume that foreign exchange
interventionsreact contemporaneouslysolely to the exchange rate.
This assumption is consistent with the evidence provided by the
leaning-against-the-wind literature and follows closely Kim (2003)
and Echavarria et al. (2009)’s approach for the cases of the US and
Colombia, respectively.'

Thesecond rowintroduces the contemporaneousresponses of Ai,.
Theg, and g,; parametersare left free to allow for the possibility that
interventionsare not fullysterilized and, interestingly, to capture their
contemporaneousinteraction with monetary policy. The contempo-
raneous response of A¢, to output and prices is assumed to be null

18 See, forinstance, Adler and Tovar (2011) forareference in this literature
in which the main goal of interventions is to stabilize the exchange rate.
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(gq4and gy, = 0, which is based on Kim’s argument that information
on output and prices is not available within a month)." The contem-
poraneous response to the exchange rate is set to zero because both
Mexico and Brazil (formally) conduct monetary policy under infla-
tion targets. Furthermore, in line with Echavarriaetal. (2009) butin
contrastwith Kim (2003), g,,isassumed to equal zero. Kim (2003) as-
sumes otherwise in order to solve the standard price puzzle that char-
acterizes the US economy. The Annex shows this puzzle appears only
for Braziland, to tackle thisissue, Section 4 shows thatallowing forg,,
tobe different from zero does not alter any of our qualitative results.

The third rowin Table 1 denotes the conventional moneydemand
equation and the fourth and fifth rows (contemporaneously) deter-
mine price and output (see Sims and Zha 2006; Kim, 1999; Kim and
Roubini, 2000; Kim, 2003; and Echavarria et al., 2009; for other pa-
pers using the same money demand specification). The g,;, €40, 843>
Z47 51> 8s9> 853> 854> 856> aNd g5, parameters are set to zero because, as
argued by Kim (2003), inertia, adjustment costs, and planning delays
preclude firms from changing either prices or output immediately
in response to monetary policy and financial signals. On the other
hand, we take an agnostic approach with regard to contemporane-
ous exchange rate pass-through. That is, we let prices contemporane-
ously respond to the exchange rate and thus leave the g,; parameter
free.Section 4 showsthat changingthisassumption doesnotalter our
qualitative results. See Section 2 for comments about pass-through in
Cortés (2013), Capistran et al. (2012), Nogueira and Leén-Ledesma
(2009), Barbosa-Filho (2008), Mihaljek and Klau (2008), Nogueira
(2007), and Belaisch (2003).

In the sixth row, we let the exchange rate respond contemporane-
ouslytoall of the variables. These assumptionsare inline with Echa-
varria et al. (2009) but contrast with Kim (2003). Our justification
and Echavarria et al. (2009)’s argument for the case of Colombia is
that commodity prices are more relevant in determining the local
currencyindeveloping countries thanindetermining the Usdollar.

Finally, in the seventh row, we assume that commodity prices are
contemporaneously exogenous. Thisassumption arises from the fact

9 This assumption has been widely used in the monetary literature of

the business cycles. See Gordon and Leeper (1994); Kim and Roubini
(2000) and Sims and Zha (2006) for references.
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thatthe economic conditions of Braziland Mexico do not have such
astrong impact on the IMF’s price index of commodities as the eco-
nomic conditions of the US. Brazil, for instance, is alarge exporter
of sugar, coffee, beef, poultry meat, soybeans, soybean meal, and
iron ore. However, these products represent only 0.16% of non-fuel
commodities, which in turn represent only an average of 0.37% for
the commodity price index used in this research. Along the same
lines, Mexico produces only a small world share of its main export
commodity: crude petroleum.*

4. RESULTS

We add a constant, four lags, the US federal funds rate, and a dum-
my variable for 2008M10-2009M6 to the reduced-form in Equation
2 and estimate the resulting model.*'

4.1 Impulse Responses to FX Intervention Shocks

Figures 3-8 and 11-18 report the responses of the endogenous vari-
ables to a one standard deviation shock in FX interventions. The
figures that appear on the right refer to the impulse responses for
Mexicoand those ontheleft refer to Brazil. In ordertofacilitate the
comparison we use the same scale in all figures.

Figures 3-4 provide information on the effectiveness of FX market
interventions. These figures show that net dollar purchases are asso-
ciated with asignificantimpact on the exchangerate.Inboth Brazil
and Mexico, the sign of the response is as expected since a positive
shock in FX intervention generates a depreciation of the Brazilian
realand of the Mexican peso (Figures 3and 4, respectively). Inboth

20 These datarefer to the IMF’s commodity price index calculated between
2004 and 2013 (http://www.imf.org/external /np/res/commod/
index.aspx).

21 The dummy variable is included to account for the recent financial
crisis. The resulting reduced form of the model is written as follows:
y, =B, +B(L)y,, + Fx, +u,, where B, is the vector of constants, B(L) isa
polynomial matrix in the lag operator L, F is the matrix of coefficients
associated with the exogenous variables, x,is the vector of exogenous
variables, and w, is the vector of reduced form residuals.
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IMPULSE RESPONSES TO FXINTERVENTION SHOCKS

3. BRAZIL: EXCHANGE RATE

Responses of exchange rate, %

4. MEXICO: EXCHANGE RATE

Responses of exchange rate, %

4

9 |
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0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35

Months

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Exchange rate
depreciates on impact and goes up
further two months later. Exchange
rate is defined as national currency
per Us dollar.

Sources: Banco Central do Brasil

and authors’ calculations.

5. BRAZIL: MONETARY BASE

Responses of monetary base, %
1.5

Months

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Exchange rate
depreciates on impact and rises
further one month later. Four months
after the shock, it appreciates a bit.
Exchange rate is defined as national
currency per US dollar.

Sources: Banco de México

and authors’ calculations.

6. MEXICO: MONETARY BASE

Responses of monetary base, %

1.5
1.0
0.5
054

T T T T T T

10 15 20 25 30 35
Months

Notes: The figure depicts the response

to a positive FX intervention shock

at t=0. The dashed lines are 90%

confidence bounds. Monetary base

fluctuates a bit in response: it increases

one and three months after a shock.

Monetary base is defines as the sum

of the currency issued by the central

bank and the banking reserves.

Sources: Banco Central do Brasil

and authors’ calculations.

T T T T T T

10 15 20 25 30 35
Months

Notes: The figure depicts the response

to a positive FX intervention shock

at t=0. The dashed lines are 90%

confidence bounds. Monetary base

does not respond significantly to

intervention shocks. Monetary base

is defines as the sum of the currency

issued by the central bank and the

banking reserves.

Sources: Banco de México

and authors’ calculations.
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IMPULSE RESPONSES TO FX INTERVENTION SHOCKS (Cont.)

7. BRAZIL: INFLATION RATE

Responses of inflation rate, %

8. MEXICO: INFLATION RATE

Responses of inflation rate, %
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"
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0
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Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Inflation rises on
impact and then continues increasing

from two to eight months after the shock.

Inflation is defined as the percentage
change in the consumer price index.
Sources: Banco Central do Brasil
and authors’ calculations.

T T T T T T

10 15 20 25 30 35
Months

Notes: The figure depicts the response

to a positive FX intervention shock

at t=0. The dashed lines are 90%

confidence bounds. Inflation does

not respond significantly

to intervention shocks. Inflation

is defined as the percentage change

in the consumer price index.

Sources: Banco de México

and authors’ calculations.

countries the effectis shortlived: whereasin Mexico this effect lasts
two months, in Brazil the effect lasts only one month.

Figures 5-6 refer to the reaction of monetary basesto the positive
FX intervention shock. Note that there are some fluctuations right
after the shockin Brazil. However, the contemporaneousresponse of
the monetarybase is notsignificantin either Mexico or Brazil. This
result, along with the evidence displayed in Figures 11-12, shows that
FXinterventionsare notassociated withanimmediate expansionin
the monetary conditions (that is, an increase in the monetary base
andafallintheinterestrate). Hence, we conclude that the interven-
tions are fully sterilized in both Mexico and Brazil.

Putting together Figures 3-6 allows us to link our results with the
empirical literature. In particular, the results presented are consis-
tent with the findings that fully sterilized interventions have signif-
icant effects on the exchange rate in the short run (see Tapia and
Tokman, 2004; Rincén and Toro, 2010; Kamil, 2008; Echavarria et
al., 2010; Echavarriaetal., 2009; Kohlscheenand Andrade, 2013;and
Guimaraes, 2004; and Section 2 for a review of this literature). This
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RESPONSE OF INFLATION TO EXCHANGE RATE SHOCKS

9. BRAZIL: INFLATION RATE

Responses of inflation, %
0.15

0.10

0.05

10. MEXICO: INFLATION RATE

Responses of inflation, %
0.15

0.10
0.05

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Inflation goes up
in response five months after the shock

and keeps rising until the eighth month.

Inflation is defined as the percentage
change in the consumer price index.
In order to facilitate visualization, we
plot the response over a 22-month
horizon. The effect is, however, not
significant after month 22.

Sources: Banco Central do Brasil
and authors’ calculations.

Months

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Inflation goes
down in response eight months

after the shock. Inflation is defined

as the percentage change in the
consumer price index. In order

to facilitate visualization, we plot

the response over a 22-month horizon.
The effect is, however, not significant
after month 22.

Sources: Banco de México

and authors’ calculations.

consistency with the empirical literature provides external validity
to the identification strategy we have pursued.

Figures 7-8 provide information on the inflationary costs of FX
interventions: Theyshow theresponse oftheinflation rate to a posi-
tive FXinterventions shockin Braziland Mexico, respectively. Note
inthesefiguresthattheresponse of theinflation rate differs signifi-
cantlyacross countries. In Brazil, a positive FXintervention shockis
associated with significant increases in the inflation rate. This rate
increases on impact and remains significantly high in Brazil until
the eighth month (the effectis notstatisticallysignificantin the first
month). Theresponse of the inflation rate peaksat months two and
four with significant increases of 0.074% and 0.086%, respectively.
Note in Figure 8 that the shock, on the other hand, does not have
a significant impact on inflation in Mexico at any period of time.
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IMPULSE RESPONSES TO FX INTERVENTION SHOCKS

11. BRAZIL: MONETARY POLICY

Responses of interest rate, %

12. MEXICO: MONETARY POLICY

Responses of interest rate, %

0.20 0.20
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Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Interest rate
increases four months after a shock
and remains increasing until the
seventh month. Money market interest
rate is used for the interest rate.
Sources: Banco Central do Brasil

and authors’ calculations.

13. BRAZIL: OUTPUT
Responses of output, %

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Interest rate

goes up on impact and increases

again the next month. Money market
interest rate is used for the interest
rate.

Sources: Banco de México

and authors’ calculations.

14. MEX1CO: OUTPUT
Responses of output, %
2

I B E R

10 15 20 25 30 35
Months

Notes: The figure depicts the response

to a positive FX intervention shock

at t=0. The dashed lines are 90%

confidence bounds. Output falls in

response 1 month after the shock.

Industrial production is used

as a proxy for output.

Sources: Banco Central do Brasil

and authors’ calculations.
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Notes: The figure depicts the response

to a positive FX intervention shock

at t=0. The dashed lines are 90%

confidence bounds. Output does not

significantly respond to intervention

shocks. Industrial production is used

as a proxy for output.

Sources: Banco de México

and authors’ calculations.



IMPULSE RESPONSES TO FX INTERVENTION SHOCKS (Cont.)

15. BRAZIL: COMMODITY PRICES
Responses of commodity prices, %

1.0

0.5

T T T T T T T
0 5 10 15 20 25 30 35
Months
Notes: The figure depicts the response
to a positive FX intervention shock
at t=0. The dashed lines are 90%
confidence bounds. Commodity prices
fall in response one month after the
shock, and goes down further seven
months later. IMF’s commodity price
index is used for commodity prices.
Sources: Banco Central do Brasil
and authors’ calculations.

17. BRAZIL: FX INTERVENTIONS

Responses of dollar purchases, %

16. MEXICO: COMMODITY PRICES

Responses of commodity prices, %

T T T T T T T
0 5 10 15 20 25 30 35
Months
Notes: The figure depicts the response
to a positive FX intervention shock
at t=0. The dashed lines are 90%
confidence bounds. Commodity
prices go up in response four months
after the shock. IMF’s commodity price
index is used for commodity prices.
Sources: Banco de México
and authors’ calculations.

18. MEXICO: FX INTERVENTIONS

Responses dollar purchases, %

(I) 5 lIO 1|5 QIO 2|5 “BIO "SIB
Months

Notes: The figure depicts the response
to a positive FX intervention shock
at t=0. The dashed lines are 90%
confidence bounds. Dollar purchases
increase on impact and then fluctuate
in the next four months.
Sources: Banco Central do Brasil
and authors’ calculations.

0 5 10 15 20 25 30 35
Months

Notes: The figure depicts the response
to a positive FX intervention shock
at t=0. The dashed lines are 90%
confidence bounds. Dollar purchases
increase on impact and reduce in the
next month.
Sources: Banco de México
and authors’ calculations.
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Hence, whereas FXmarketinterventionsare costlessin Mexico, they
have inflation costs in Brazil.

The different responses of the inflation rate in Mexico and Bra-
zil may refer to cross-country differences in pass-through. If the in-
flation rate responded more quickly and to a significantly greater
extent in Brazil, the inflation costs borne by this country would be
entirely explained by differences in the level and timing of pass-
through. Tofurtherinvestigate thisissue, we examine the responses
of the inflation rate to a shock in the exchange rate and display the
results in Figures 9-10.

Figure 10 showsthat, inline with the evidence provided by Cortés
(2013), Capistran et al. (2012), and Nogueira (2007), the response
oftheinflation rate is statistically nonsignificant in Mexico (except
foratinyfallin the eighth month). Figure 9 shows that the response
is significant in Brazil, but its timing and extent suggest that pass-
through cannot entirely explain the results observed in Figure 7.
The inflation increases on impact and peaks in the fourth month
in response to the FX interventions shock (Figure 7), but it only be-
gins to increase significantly in the fifth month in response to the
shockinthe exchangerate (Figure 9). Furthermore, the maximum
response of the inflation rate to this shock equals 0.061 percentage
points, which suggestsarelatively small pass-through in Brazil. This
resultis consistent with the evidence presented in Section 2, where
we have observed asignificantreductionin the response of inflation
of this country to variations in the exchange rate (Nogueira and
Leén-Ledesma, 2009; Mihaljek and Klau, 2008; Nogueira, 2007;
and Belaisch, 2003).

The fact that pass-through cannot entirely explain the different
inflationary costs of FXinterventionsin Mexico and Brazil suggests
the Brazilian model is inherently associated with higher inflation
rates. To putitdifferently, FXinterventionsare associated with higher
inflation in Brazil, regardless of theirimpact on the exchange rate.
Thus, these interventions must cause an inflation increase through
alternative mechanisms. A probable mechanismrefersto the discre-
tionarynature of the net dollar purchases performed by the central
bank. Because one would expect expectations oninflation tobe more
unstable in a discretionary model, FX interventions may increase
these expectations, thereby actually increasing the inflation rate.

Before proceeding to the next subsection, we compare the inter-
action between exchange rate and conventional monetary policies
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across the two FX interventions models. Figures 11 and 12 display
the responses of the interest rate to the FX interventions shock in
Brazil and Mexico, respectively. Note in these figures that the na-
ture of the interaction between the policies is of a different nature
in each country. Whereas the interest rate increasesimmediatelyin
response to the shockin Mexico, the Banco Central do Brasil raises
thisrate onlyfour monthsafterthe shock.In other words, we observe
a late response of interest rate setting in Brazil relative to Mexico.
Thisresultis notsurprising given that the Brazilian model entails
FX interventions that are performed on a more regular basis. Be-
cause interventions are relatively more frequent in Brazil than in
Mexico, it may make it more difficult for Brazil to raise the interest
rate during each intervention. Thus, we observe in Figure 12 alater
response of the interest rate to the FX interventions shock.

The fact that interest rate setting responds later in Brazil may
partially explain the results observed in Figures 7-8. Whatever the
mechanism through which the Brazilian inflation increases is, the
laterresponse of monetary policy does not help reduce the different
responses of the inflation rate to the FX interventions shock.

4.2 Variance Decomposition

Tables 2-3 display the forecast error variance decomposition of in-
flation for Braziland Mexico, respectively. Each columnin these ta-
blesrefersto one of the seven shocks and shows the proportion of the
varianceintheinflationrate thatis explained by the corresponding
shock at a given horizon. Let us first focus on how the proportions
associated with FXinterventionsand exchange rate shocksvaryover
time. The first columnin Table 2 shows thatin Brazil the proportion
of the variance in the inflation rate explained by FX interventions
shocksincreases over time and stabilizes by the 24th month. The sixth
column shows thatasimilar conclusion canbe drawnwith regard to
exchange rate shocks. This behavioris also observed for Mexico in
Table 3, with the only difference beingthat the proportionsstabilize
earlier in this country -by the twelfth month.

There are substantial differences, however, in the magnitude of
the proportions across countries. FX interventions shocks explain
3.7% of the variance in the Brazilian inflation rate one month after
theshockand 20.8% from two years onwards. These figures are sub-
stantially higher than the corresponding 0.8% and 3.2% observed
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RESPONSE OF INFLATION RATE TO INTEREST RATE SHOCKS
UNDER G,, #0

19. BRAZIL: INFLATION RATE

Responses of inflation rate, %

0.069 /\

20. MEXICO: INFLATION RATE

Responses of inflation rate, %
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Months

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. We do not find
evidence of the price puzzle; that is,
inflation rate does not rise significantly
in response to interest rate shocks.
Inflation is defined as the percentage
change in the consumer price index.
Sources: Banco Central do Brasil

T T T T T T T T
0 5 10 15 20 25 30 35
Months
Notes: The figure depicts the response
to a positive FX intervention shock
at t=0. The dashed lines are 90%
confidence bounds. Inflation rate goes
down in response three months after
the shock. Inflation is defined as the
percentage change in the consumer
price index.
Sources: Banco de México
and authors’ calculations.

and authors’ calculations.

in the first column of Table 3 for the case of Mexico. Although the
forecast error variance decomposition analysis does not aim at es-
tablishing a causalrelation between exchange rate policy and infla-
tionrate, it supportstheresult that FXinterventionsare more costly
in Brazil than in Mexico (as mentioned in the previous subsection).
Asforthe proportions explained by shocks in the exchange rate,
thefiguresare notablysmallin both countries. For Brazil, these pro-
portionsequal2.1% and 8.1% at 1 and at 24 months, respectively. For
Mexico, the proportions equal 0.3 and 2.1. These numbers support
the ideathat the level of pass-through is small in both economies.
Certainly, the level of pass-through is greater for Brazil than it is
for Mexicoin absolute terms. However, the proportion explained by
exchangerate shocksissmallerrelative tothe corresponding propor-
tion associated with FX interventions shocks for the case of Brazil.
Forinstance, the difference between the figures that appear in the
sixth and first columns equals 1.6% and 12.7% at 1 and 24 months
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IMPULSE RESPONSES TO FOREIGN EXCHANGE
INTERVENTIONS SHOCKS UNDER ALTERNATIVE IDENTIFYING
ASSUMPTIONS: g, # 0

21. BRAZIL: EXCHANGE RATE
Responses of exchange rate, %

T T T T T T 1
0 5 10 15 20 25 30 35
Months
Notes: The figure depicts the response
to a positive FX intervention shock
at t=0. The dashed lines are 90%
confidence bounds. Exchange rate
depreciates on impact and rises
further 2 months later. Exchange rate
is defined as national currency
per US dollar.
Sources: Banco Central do Brasil
and authors’ calculations.

22. MEXICO: EXCHANGE RATE
Responses of exchange rate, %

T T T T T T T T
0 5 10 15 20 25 30 35
Months

Notes: The figure depicts the response
to a positive FX intervention shock
at t=0. The dashed lines are 90%
confidence bounds. Exchange rate
depreciates on impact and goes up
further one month later. Four months
after the shock, it appreciates a bit.
Exchange rate is defined as national
currency per US dollar.
Sources: Banco de México
and authors’ calculations.

for Brazil and 0.5% and 1.1% for Mexico. This result supports the
result that differences in the level of pass-through cannot entirely
explainthe factthat FXinterventions have higherinflationary costs
in Brazil than in Mexico.

5. ROBUSTNESS

Thissubsection examines the robustness of our results by changing
identifyingrestrictions. We focus on two cases: the contemporaneous
response of the interest rate to commodity prices and the response
of consumer prices to the exchange rate (concerning the g,;and
g, parameters, respectively). Three reasons motivate this analysis.
First, byimposing theserestrictions, our model departsfrom either
Kim’s (2003) setupand Echavarriaetal.’s (2009) approach. Second,
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IMPULSE RESPONSES TO FOREIGN EXCHANGE
INTERVENTIONS SHOCKS
UNDER ALTERNATIVE IDENTIFYING ASSUMPTIONS: g, * 0

23. BRAZIL: INFLATION RATE

Response of inflation rate (%)
1.5
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Months

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Inflation goes up
on impact and then continues
increasing from two to eight months
after the shock. Inflation is defined as

the percentage change in the consumer

price index.
Sources: Banco Central do Brasil
and authors’ calculations.

25. BRAZIL: MONETARY POLICY

Response of interest rate (%)
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1.5
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Notes: The figure depicts the

response to a positive FX intervention
shock at ¢=0. The dashed lines are 90%
confidence bounds. Interest rate
increases four months after the shock
and remains increasing until the sixth
month. Money market interest rate is
used for the interest rate.

Sources: Banco Central do Brasil

and authors’ calculations.

24. MEXICO: INFLATION RATE

Response of inflation rate (%)
1.5

1.0
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T T T T T T T T
0 5 10 15 20 25 30 35
Months
Notes: The figure depicts the response
to a positive FX intervention shock
at t=0. The dashed lines are 90%
confidence bounds. Inflation does not
respond significantly to intervention
shocks. Inflation is defined as the
percentage change in the consumer
price index.
Sources: Banco de México
and authors’ calculations.

26. MEXICO: MONETARY POLICY

Response of interest rate (%)
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Months

Notes: The figure depicts the
response to a positive FX intervention
shock at ¢=0. The dashed lines are
90% confidence bounds. Interest rate
goes up on impact and increases
again the next month. Money market
interest rate is used for the interest
rate.
Sources: Banco de México
and authors’ calculations.
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IMPULSE RESPONSES TO FOREIGN EXCHANGE
INTERVENTIONS SHOCKS
UNDER ALTERNATIVE IDENTIFYING ASSUMPTIONS: g, =0

27. BRAZIL: EXCHANGE RATE

Responses of exchange rate, %

10 15 20 2 30 35
Months

Notes: The figure depicts the response

to a positive FX intervention shock

at t=0. The dashed lines are 90%

confidence bounds. Exchange rate

depreciates on impact and rises further

two months later. Exchange rate

is defined as national currency

per US dollar.

Sources: Banco Central do Brasil

and authors’ calculations.

29. BRAZIL: INFLATION RATE

Responses of inflation rate, %
1.5

28. MEXICO: EXCHANGE RATE

Responses of exchange rate, %
6

10 15 20 25 30 35
Months

Notes: The figure depicts the response

to a positive FX intervention shock

at ¢t=0. The dashed lines are 90%

confidence bounds. Exchange rate

depreciates on impact and goes up

further one month later. Four months

after the shock, it appreciates a bit.

Exchange rate is defined as national

currency per US dollar.

Sources: Banco de México

and authors’ calculations.

30. MEXICO: INFLATION RATE

Responses of inflation rate, %
1.5

10 15 20 2 30 35
Months

Notes: The figure depicts the response

to a positive FX intervention shock

at t=0. The dashed lines are 90%

confidence bounds. Inflation goes up

two months after the shock and keeps

rising until the eighth month. Inflation

is defined as the percentage change

in the consumer price index.

Sources: Banco Central do Brasil

and authors’ calculations.

10 15 20 25 30 35
Months

T
0 5

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Inflation does not
respond significantly to interventions
shocks. Inflation is defined as the
percentage change in the consumer
price index.

Sources: Banco de México

and authors’ calculations.
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IMPULSE RESPONSES TO FX INTERVENTIONS SHOCKS UNDER
ALTERNATIVE IDENTIFYING ASSUMPTIONS: g, = 0 (Cont.)

31. BRAZIL: MONETARY POLICY
Responses of interest rate, %
2.0
15
1.0
0.5

T T T T T T

10 15 20 25 30 35
Months

Notes: The figure depicts the

response to a positive FX intervention

shock at ¢=0. The dashed lines are 90%

confidence bounds. Interest rate

increases four months after the shock

and remains increasing until the eighth

month. Money market interest rate

is used for the interest rate.

Sources: Banco Central do Brasil

and authors’ calculations.

32. MEXICO: MONETARY POLICY

Responses of interest rate, %

T T T T T T T T
10 15 20 25 30 35
Months

Notes: The figure depicts the

response to a positive FX intervention
shock at ¢=0. The dashed lines are 90%
confidence bounds. Interest rate goes
up on impact and increases again the
next month. Money market interest
rate is used for the interest rate.
Sources: Banco de México

and authors’ calculations.

IMPULSE RESPONSES TO FX INTERVENTIONS SHOCKS UNDER
ALTERNATIVE IDENTIFYING ASSUMPTIONS: g,, =0 AND g,, 0

33. BRAZIL: EXCHANGE RATE
Responses of exchange rate, %

T T T T T T

10 15 20 25 30 35
Months

Notes: The figure depicts the response to

a positive FX intervention shock at ¢= 0.

The dashed lines are 90% confidence

bounds. Exchange rate depreciates on

impact and rises further two months

later. Exchange rate is defined

as national currency per US dollar.

Sources: Banco Central do Brasil

and authors’ calculations.
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34. MEXICO: EXCHANGE RATE
Responses of exchanges rate, %

T T T T T T
10 15 20 25 30 35
Months
Notes: The figure depicts the response to
a positive FX intervention shock at ¢=0.
The dashed lines are 90% confidence
bounds. Exchange rate depreciates on
impact and goes up further one month
later. Exchange rate is defined as
national currency per us dollar.
Sources: Banco de México
and authors’ calculations.
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IMPULSE RESPONSES TO FX INTERVENTIONS SHOCKS UNDER
ALTERNATIVE IDENTIFYING ASSUMPTIONS: g,. =0 AND g,, # 0
(Cont.)

35. BRAZIL: INFLATION RATE

Responses of inflation rate, %
1.5

36. MEXICO: INFLATION RATE

Responses of inflation rate, %

1.5
1.0
0.5

T T T T T T
10 15 20 25 30 35
Months

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Inflation goes up
two months after the shock and keeps

rising until the eighth month. Inflation

is defined as the percentage change
in the consumer price index.
Sources: Banco Central do Brasil
and authors’ calculations.

37. BRAZIL: MONETARY POLICY

Responses of interest rate, %
2.0
1.5
1.0
0.5

0

-0.5

-1.0

T T T T
10 15 20 25 30 35
Months

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Inflation does

not respond significantly to
interventions shocks. Inflation

is defined as the percentage change

in the consumer price index.

Sources: Banco de México

and authors’ calculations.

38. MEXICO: MONETARY POLICY

Responses of interest rate, %

T T T
10 15 20 25 30 35
Months

T T
0 5

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Interest rate
increases four months after the shock
and remains increasing until the eighth
month. Money market interest rate is
used for the interest rate.

Sources: Banco Central do Brasil

and authors’ calculations.

T T T T T
10 15 20 25 30 35
Months

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. Interest rate goes
up on impact and increases again the
next month. Money market interest
rate is used for the interest rate.
Sources: Banco de México

and authors’ calculations.
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therestriction on g,,is connected to the empirical findingthatsome
economies presenta price puzzle,i.e., prices donotalwaysrespond in
the expected direction to conventional monetary policy. This finding
isrelevantto our studybecause the original set of contemporaneous
restrictions we have imposed generates a price puzzle for the case of
Brazil.* Third, therestriction on g,;is connected to contemporane-
ous pass-through and, therefore, is at the core of our main results.

The review of the two identifying restrictions yields the three
alternative models that are described by the following conditions:
g.,70;2,,=0;and g,=0 and g,,#0. For the sake of brevity, we present
solely the response of Acpi, to ashockin Aj, for the first case and
the responses of Ac¢pi, and A, tothe FXinterventions shock for the
three cases. Presenting these responses allows us to show that the
pricepuzzle disappears when g,,#0and to examine the robustness of
the model to changesin the twoidentifyingrestrictions. Figures 19-
38 show the responses for the three alternative models.

Note in Figure 19 that when g,,#0, the price puzzle disappears in
Brazil; thus a rise in the interest rate is not associated with an in-
creaseintheinflationrate.* Inboth thismodeland in the remaining

22 The result that shows that inflation increases in response to a tighten-
ing of monetary policy in Brazil is due, at least, to two main reasons.
First, this response could be part of a more general problem identified
in the SVAR literature, according to which the prospective nature of
central banks might not be fully captured: given that the central bank
reacts in advance to inflationary pressures, SVAR models that do not
include information on these pressures would be unable to identify true
monetary policy shocks. In order to solve the so-called price anomaly,
some authors include the prices of commodities in the VAR model
estimates, arguing that these prices reflect inflationary pressures that
are not incorporated in other variables (Sims, 1992, Christiano et al.,
1999; Kim, 1999, 2003; and Sims and Zha, 2006). This chapter shows
the result of this exercise in the Annex. Second, the unexpected re-
sponse of the inflation rate to monetary policy could also be the result
of the characteristics of the Brazilian economy. As discussed, it is likely
that the fact that Brazil intervenes frequently in the foreign exchange
market introduces noise into the relation between the interest rate and
inflation. This fact could make it more difficult to raise the interest
rate during each intervention to counteract any inflationary pressure.

?* However, leaving the parameter g,, free do not solve completely the

puzzle; we do not observe a fall in the inflation rate in response to a

contractionary monetary policy shock as would be predicted by standard

economic theory.

250 M. Tobal, R. Yslas



two setups, the consideration of alternative identifying restrictions
modifies neither the qualitative results nor the significance of the
responses. In particular, in the three alternatives we observe that 1)
FXinterventionsare effective in both countriesand their effects on
the exchange rate are shortlived; 2) the inflation rises in response
to the shock in Brazil but does not respond significantly in Mexico;
and 3)the central bankincreasestheinterestrate immediately after
the shockin Mexico but it does not do that in Brazil.

6. CONCLUSIONS

We have provided evidence of three major results. First, FX inter-
ventions have been successful in having a short-run impact on the
exchangerate in both Mexico and Brazil. This outcome is consistent
with an existing literature that investigates the effects of FX inter-
ventionsin Latin America. Second, we have found that different FX
intervention models generate differential inflationary costs, with
the costsbeinghigherinamodel thatinvolvesinterventionsthatare
discretionaryand ofahigherfrequency. Third, the evidence suggests
that thissecond result cannot not be entirely driven by cross-country
differencesin the level of exchange rate pass-through.

Indeed, the higher inflationary costs associated with the Brazil-
ian model seem to be at least partially associated with the implicit
interaction between FXinterventionsand interest rate setting (con-
ventional monetary policy). In particular, adoptingamodel that en-
tailsinterventions on aregularbasis seemsto make it more difficult
to compensate them with increases in the interest rate. That is, this
intervention model makes the relation between interest rates and
inflation significantly noisier.
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ANNEX

UNIT ROOT TEST STATISTICS

Variable Augmented Dickey-Fuller Phillips-Perron

95 % 95 %
critical critical
Brazil Mexico value Brazil Mexico value

In levels
fei -3.57° -2.46" -1.94 -4.91° -3.01° -1.94
i -3.312 -3.53" -3.44 -2.78% -3.012 -3.44
m -1.47¢ -1.4072 -3.44 SO825E -2.06* -3.44
cpi -2.02* -1.402 -3.44 -1.52* -4.17° -3.44
ip -2.78 -2.41% -3.44 -2.502 -2.182 -3.44
e -2.26* -3.382 -3.44 -2.37~ -3.242 -3.44
pe -3.25% -3.25% -3.44 -2.682 -2.682 -3.44

In first differences

Afei = = = = = =
Ai -5.11° —-4.08" -1.94 -4.18> -10.81° -1.94
Am -3.90° =7.57° -2.88 -21.72> -19.90° -2.88
Acpi -5.79° -3.75° -2.88 -5.83" -9.72° -2.88
Aip -11.77° —4.88" -2.88 -11.73> -15.03" -2.88
Ae -8.41> -11.54" -1.94 -8.40> -11.54" -1.94
Apc —-4.37° —-4.37° -1.94 —-8.84° —-8.84° -1.94

Notes: The tests for variables in levels (panel A) include a constant and a liner
trend, except for fei. The tests for Am, Acpi and Aip (in panel B) include only

a constant, and for fei (in panel A), Ai, Ae, Apc (in panel B) include neither a
constant nor a liner trend. The lag lengths were chosen based on the AIC.
*The null hypothesis of a unit root cannot be rejected at 95% confidence level.
®The null hypothesis of a unit root is rejected at 95%confidence level.
Sources: Banco Central do Brasil, Banco de México and authors’ calculations.
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LIKELTHOOD RATIO TEST FOR OVER-IDENTIFYING
RESTRICTIONS (BASELINE MODEL)

Likelihood ratio statistic

VAR model for Brazil

VAR model for Mexico

(XQ) p-value
11.34 0.125
3.15 0.871¢

*Overidentifying restrictions are not rejected at 1%, 5% and 10% levels.
Sources: Banco Central do Brasil, Banco de México, and authors’

calculations.

RESPONSE OF INFLATION RATE TO INTEREST RATE SHOCKS
Baseline model

A.1 BRAZIL: INFLATION RATE

Responses of inflation rate, %
1.0

A.2 MEXICO: INFLATION RATE

Responses of inflation rate, %

1.0

T T T T T T
0 5 10 15 20 25 30 35

Months

Notes: The figure depicts the response
to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. We find the price
puzzle: inflation rate increases in
response two months after the shock.
Money market interest rate is used for
the interest rate.

Sources: Banco Central do Brasil

and authors’ calculations.

T T T T T T
0 5 10 15 20 25 30 35
Months
Notes: The figure depicts the response

to a positive FX intervention shock

at t=0. The dashed lines are 90%
confidence bounds. We do not find the
price puzzle: inflation rate falls in response
three months after the shock. Money
market interest rate is used for the
interest rate.

Sources: Banco de México

and authors’ calculations.
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Realized Volatility as an

Instrument to Official
Intervention

Joao Barata R. B. Barroso

Abstract

This chapter proposes a novel orthogonality condition based on realized
volatility that allows instrumental variable estimation of the effects of spot
intervention in foreign exchange markets. We consider parametric and non-
parametric instrumental variable estimation and propose a test based on the
average treatment effect of intervention. We apply the method to aunique da-
taset for the BRL/USD market with full records of spot intervention and net or-
der flow intermediated by the financial system. Overall the average effect of a
one billion dollars sell or buy intervention is close to 0.51% depreciation or
appreciation, respectively, estimated in the linear framework, which is there-
Jforerobust to nonlinearinteractions. The estimates are a bit lower when con-
trolling for derivative operations, which suggests the intervention policies
(spot and swaps) are complementary.
Keywords: realized volatility, intervention, exchangerate, order flow, in-
strumental variable, nonparametric.
JEL classification: 31, C26, C54
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1.INTRODUCTION

stimating the effect of official spotintervention on the level of

the foreign exchange rateis challenging due to the simultane-

ity problem. Instrumental variables related to news, market
expectations, and the reaction function of the Central Bank have
been used with mixed results (Dominguesand Frankel, 1993; Galati
and Melick, 1999; Galati et al. 2005; Kearns and Rigobon, 2002;
Tapia and Tokman, 2004). We argue that realized volatility calcu-
lated from intraday datais an ideal instrument for intervention on
adaily frequency. The argument is built from deductive reasoning
based on formal properties of conditional volatility models. We ap-
ply thisidea to a unique dataset for the Brazilian foreign exchange
market with full records of spot official intervention and net order
flow intermediated by the financial system. The results of standard
parametric tests and novel nonparametric tests based on the aver-
agetreatment effectare both consistent with effective intervention.

The intuition for the use of observed realized volatility as an in-
strument for intervention is straightforward. First, since excessive
volatility is the most common motivation for intervention policyin
foreign exchange markets, intervention activity should be correlat-
ed with realized measures of volatility. Second, suppose the error
inthe conditional expectation of the foreign exchange returnisthe
product of a time-varying scale factor and a standardized random
variable. To the extent thereisan appropriate orthogonality condi-
tionrelating the scale factor and realized volatility, we have the sec-
ond condition for an instrumental variable.

Therequired orthogonality condition can be obtained by explor-
ing some extensions of the GARCH family of models thatincorporate
intradayinformation (Hansenetal., 2011; Shephard and Sheppard,
2010; Engleand Gallo, 2006). For concreteness, we motivate our pro-
posed orthogonality conditionin the context of the realized-GARCH
framework of Hansen etal. (2011). In that model, realized volatility
isrelated to latent volatility through measurement and state equa-
tions, such that lagged realized volatility satisfies the orthogonal-
ity condition. In contrast, the contemporaneous realized volatility
isnotan instrument due to the presence of leverage effects, that s,
high volatility associated with negative returns. We also show that
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theideaismore generaland appliesto otherrealized measuresand
related volatility models.

The orthogonality condition can be used for classical parametric
inference as well as for recently developed nonparametric instru-
mental variable estimation (Ai and Chen, 2003). In the latter case,
we propose tosummarize the effect ofintervention with the average
treatment effect. Thisstatisticisalsosuggested in Fatum and Hutchi-
son (2010), so our nonparametric instrumental variable estimator
can be seen as an alternative to their propensity-score matching
methodology. The testing framework proposed here is novel and is
based onanapplication of the wild bootstrap to the average treatment
effect statistic so as to account for conditional heteroscedasticity.

Realized volatility has been investigated before in the context of
officialintervention. However, the direction of causality explored in
previous papershasbeenfromintervention to therealized measure
(Beineetal., 2007; Beine etal., 2009; Hillebrand etal., 2009; Cheng
etal., 2013). Asfaraswe cantell, realized volatilityis not explored as
anidentification source for level effects of intervention. In any case,
the results from these studies are consistent with the view that offi-
cialintervention affects realized measures of volatility. This means
realized volatility is unlikely to be aweak instrument and therefore
supports the approach adopted here. Nonetheless, it remains an
empirical questionifthe instrumentisweakina particular context.

Moving to our empirical application, it is important to mention
other papers investigating level effects of spot intervention on the
BRL/USD market.! Novaes and Oliveira (2005) assume aknown gen-
erating process forintervention; Meurer etal. (2010) adopts an event
study methodology; Wu (2010) assumes structural VAR based on a
microstructure model; Kohlscheen (2013) compares intervention
and nonintervention samples and applies propensity scores. Only
the last two papers use actual intervention data as is the case here.
Our dataset is also larger and more recent than the typical one in
the literature, with daily information from 2007 to 2011. Although

There are many papers not mentioned here investigating effects of
spot intervention on volatility and other features of the market, as well
as a few papers studying the effect of swap interventions (e.g. Novaes
and Oliveira, 2005; and Kohlscheen and Andrade, 2013). This paper
considers only spot interventions and level effects, with a robustness
exercise for swap interventions.
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instrumental variable identification is not generally more efficient
or transparent than the methods used in these papers, we believe
this is the case for our particular instrumental variable estimator.
Our approach is also less demanding on the identifying assump-
tions. As for substantive results, we find very robust evidence of ef-
fective intervention regardless of the specific window of events as
often emphasized in the literature.

Animportantadvantage of the dataset used here is the possibility
to control for costumer order flow through financialintermediaries.
Although order flow is a well-known proximate driver of exchange
rate dynamics (e.g., Evans and Lyons, 2002; Vitale, 2007), none of
the previous papers using an instrumental variable approach con-
trolled for this variable (e.g., Domingues and Frankel, 1993; Galati
and Melick, 1999; Galati et al., 2005; Kearns and Rigobon, 2002;
Tapiaand Tokman, 2004). For the BRL/USD market, Wu (2010) and
Kohlscheen (2013) also use order flow information but with other
identification strategies. The possibility of nonlinear interactions
between order flowand interventionisraised in Kohlscheen (2013),
since order flow coefficient is not stable in intervention and nonin-
tervention periods. Recent papers exploring nonlinear level effects
of intervention (Taylor, 2004 and 2005; Reitz and Taylor, 2008 and
2012; and Beine, Grauwe and Grimaldi, 2009) also do not control
for order flow information, and the nonparametric approach ad-
opted here is more flexible than the parametric specifications gen-
erally adopted.

The paperisstructured as follows. In the following section, real-
ized volatilityis presented as an instrument for intervention policy.
Considering the need for robust results, section three proposes a
nonparametric instrumental variable estimator and correspond-
ingtest statistic. The fourth sectionreportstheresultsapplying our
framework to Brazilian intervention data. The final section offers
some conclusionsand comments on the general applicability of the
methodology developed in this paper.

2. REALIZED VOLATILITY AS AN INSTRUMENT

Let r,; bethelogreturnontheforeign exchangerate ontick 7 of day

n

tsuchthatwith n, ticksavailable the dailyreturnis 7, = ZVM .Define
i=0
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n;
. . 9
realized varianceas rv, = E 7,
i=0
1 .
17, 2 Ifreturnsare not correlated, it can be shown (e.g.,Macleerand

Medeiros, 2008, under Brownian motion) that realized variance is
anunbiased, consistent and asymptoticallynormal estimator for the
conditional variance of the foreign exchange rate o; = Var, (r,). The

andrealized volatilityits square root,

index ¢t invariance and expectation operators indicate measurabil-
ity with respect to information known at the beginning of period ¢.
The conditional variance is determined by the error process ¢, in
the conditional expectation, such that 7, = E, (1,) +¢,.

For concreteness, consider the following log-linear realized-
GARCH model (see Hansen et al., 2011):

8/ = tht

n logo! =w+8logo;, +plogry,
logru, =& +g@logo; +7(n,)+u,

with 1, ~id(0,1), u, ~ iid(0,0'f) and 7(-) anonlinear leverage func-
tion. The last equation incorporates the fact that the realized vari-
anceisaconsistent estimator of the conditional variance. The second
equationincorporates the measurabilityrequirements and induces
anautoregressive processinthelogconditionalvariance. These are
the measurement and state equations, respectively.

The most significant consequence of this model for our purpose
isthe orthogonality condition: E(el | m}f) =0. Thiscanbeverified
by simple algebra, since

1/2 1/2
E E(gt mt/—l ) = E(tht mt/—l )
/2 __§ 2 1/2
= E(S(Gz )e / Gilmf—/l n, ‘mtil )
(pp+8) o &5 Cwyd T(m4)8

— 2,2 20 20 20 y2 | _
=rv, [ ¢ *E|s(o,)e e 77[‘771[_1 =0,

where s(-)isthesign function. Thatis,aslongas u, ,,1,_,,7, are inde-
pendent conditionally on s(o, ), 7v,s, which we shall assume. In this

case, in the last step we may use the law of iterated expectations for
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the term inside the expectation operator and then use conditional
independence. It is interesting to observe that E(s, |7'UH) is gener-
allydifferent fromzero due to the contemporaneousleverage effect
inthe measurement equation. Also, we may drop the sign condition
if o, isassumed positive. Finally, note the exact same argument ap-
plies to the realized variance, so that the orthogonality condition
E(et |7v[_, ) =0 isalsoavailableaslongas u, ;,n,,,7, areindependent
conditional on lagged realized variance.

The orthogonality condition with realized volatilityis the basis for
an instrumental variable estimator. In fact, consider the following
modelforthe conditional expectation of the log exchangeratereturn

B E,(r)=a+0inty, + B'x,,

where the intervention variable int v,is endogenous and the covari-
ates x, are exogenous, that s, E(st |intv, ) #0 and E(st |xt ) =0.Ifthe
intervention policyissuchthatitis correlated with realized volatility
asknownatthebeginning ofthe period, thatis, Cov m}g, intv, ) #0,
then realized volatility is a useful instrument. Even if the reaction
function actually responds to contemporaneous realized volatil-
ity, the autoregressive structure in the state equation along with the
measurement equation would imply the necessary correlation. Of
course, it will always be an empirical question if the instrument is
sufficiently strong for inference. Forimplementation, one must use
realized volatility obtained from the raw exchange rate series, since
a measure for the residual of the model is not available at this fre-
quency. We assume both are essentially the same, a sensible proxy
variable assumption given the hard time we have to explain the ex-
change rate process and the high level of noise in the data.
Notethatlagged and contemporaneousintervention could bein-
cluded inthe measurementand state equations, respectively, such
that the orthogonality condition would be E(gl |mtl/_21, intv, 4 ) =0.
Again, the adequate condition must be judged empirically, asindi-
cated by over-identification and weak instrument diagnostic tools.
Asillustrated below, it is possible to extend the argument for inter-
ventions in the futures market, as well as to pool the instrumental
variables for both kinds of interventions using the covered parity
relation. Also note that other realized measures, such as bipower
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variation, intradayrange, and squared return could be usedin place
of realized volatility or realized variance. The measurement equa-
tion is probablybetter specified in the case of realized volatility since
itisarelativelymore efficient estimator of conditional volatility. For
thisreason, intheapplication to our dataset we focus on therealized
volatility as our observed measure of volatility. Finally, note other
conditional volatility models incorporating intraday information
would imply similar orthogonality conditions; for instance, Engle
and Gallo (2006) estimate a model that has essentially a realized
GARCH specification and so similar arguments would apply.

3. NONPARAMETRIC ESTIMATOR
AND AVERAGE TREATMENT EFFECT

For robustness, it is interesting to estimate a more general model,
such as

4] E,(r)=a+0inty, + B'(x,, x,, )+  (intv, xy, ),

for an unknown function f(-) and under the same endogeneity as-
sumption as before, with x, = (xlt, Xy, ) so as to allow for flexible non-
linear interactions with asubgroup of the control variables. We may
consider the nonparametric instrumental variable estimator of Ai
and Chen (2003) which is consistent for the real parameters and for
the unknown function, as well as asymptoticallynormalfor the real
parameters. One may use the wild bootstrap for inference so as to
account for conditional heteroscedasticity.

If the intervention is excluded from the nonparametric part of
themodel, 6 continuestosummarize the effect fromintervention.
But such arestriction would be hard to justify. In order to summa-
rize the effectfrom intervention without arbitrary exclusion restric-
tions, we may consider the average treatment effect

B ATE=T"Y(E(r|x, intv,) - E(r|x,, intv, =0)).
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Thisisa parameter as long as we condition on the sample covari-
atesand intervention policy. Using the estimated conditional expec-
tations instead results in a random variable. As mentioned before,
we may test the null of zero average treatment effect by applying the
wild bootstrap.

Indeed, considertesting the null that H: ATE<0 againsttheal-
ternative that H;: ATE>0. Let 9, = E(?; |xt,intvt )—E(?; |xt,intvt = O).
The teststatisticis ¢ = ﬁé_,/A var(3,). We propose the following wild
bootstrap algorithm

. . T # A
1) Generate the wild bootstrap residuals {8, }H from g =£n,
where 7, isasequence ofiid random variables with zero mean
andunitvariance, & =1, — I, (r,),andsuchthat , = E, (1) +¢, .

2) Calculate the bootstrap test statistic ¢ on the sample

. T

{n ,intv, xl}H.

3) Repeatthis procedureseveral timesand calculate the p-values

for the ¢ statistic with the empirical distribution of the boots-
trapped ¢ statistics.

Notice how we assume that the orthogonality condition associat-
edwithrealized volatilityis sufficiently strong to result in consistent
estimates of the true model. Otherwise, the average treatment effect
would have to be estimated by other methods, such as propensity-
score matching methodology (e.g., Fatum and Hutchison, 2010).

One may also consider the weighted average treatment effect,
perhaps with weights given by the inverse of realized standard de-
viation. Thatis,

@,

6] wATE=T" ZLZ(E(Tt |, intv, )= E(r |y, intv, =0)),

with o, = I/M Ifthe endogeneity problemis particularlyseverein
high volatility periods, with the intervention failing to completely
reverse foreign exchange shocks, then it makessense to down weight
such periods. Although the instrumental variable estimation is con-
sistent, it may not be particularly efficient in finite samples.? The

2 Aiand Chen (2003) efficiency results refer only to the finite dimensional

parameters and does not allow for time series dependency. Although
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weighted average treatment effectimposes asecond layer of protec-
tion against possible finite sample biases.

Finally, when defining the average treatment effect for period
with positive and negative interventions, it is necessary that nega-
tiveinterventions enter with a negative sign, so as toavoid shrinking
theaverage effecttozero. Takingadvantage of the nonlinear estima-
tion, it may be also of interest to obtain separate average treatment
effects for both positive and negative interventions. We illustrate
these possibilities in the application section below.

4. APPLICATION: OFFICIAL INTERVENTION
IN BRAZIL

It can be argued that the Banco Central do Brasil tries to minimize
exchangeratevolatility. Indeed, apart from the official goal of inter-
nationalreservesaccumulation, the public discourse of the monetary
authorityis consistentwith this. In oursample, thereisnoannounced
rule or commitment forintervention policy. Intervention tends to be
correlated with order flow, with the stated purpose of not upsetting
underlying market trends (see e.g., Barrosoand Sales, 2012). There
arelarge and frequent spot marketinterventionsand occasionalin-
terventions in the futures market through derivative instruments
with cash settlement (swaps for short).

Data. Our database begins on July 11, 2007 and ends on Novem-
ber 30, 2011. The series are sampled at a daily frequency. The BRL/
USD foreign exchange rate is measured in domestic currencyso that
anincrease shows depreciation. The order flow variable is from the
Banco Central do Brasil electronic records of private spot transac-
tions intermediated by financial institutions and covers the entire
market;apositive reading means domestic institutions are net buyers
offoreign currencyagainst other parties. The actual spot interven-
tion policy of the Banco Central do Brasil is used as a regressor, as
compared toaproxybased oninternational reserves, and a positive
number means buying dollars. See Kohlscheen (2012) for further
details regarding order flow and spot intervention. In robustness

the estimation of the nonparametric part is consistent in an appropri-
ate metric, there are no results establishing efficiency or finite sample
properties.
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OFFICIAL INTERVENTION
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exercises we also consider swap interventions, and the data is pub-
liclyavailablein the Banco Central do Brasilweb site. Bothinterven-
tionsare plotted in Figure 1. The realized volatility measure is from
Bloombergand is based on 48 intraday measures of return. The set
of covariatesincludes the CRB commodity price index, the implicit
volatilityindex VIX, the dollar index DOL and the emerging market
spread index from JPMorgan EMBI+. The interest rate differential
measured as the Selic minus the Federal Reserves funds rate was
considered as a possible covariate.

Parametric. We estimate linear regressions using ordinary least
squares, instrumental variable, and weighted instrumental vari-
ables. Inthe second and third cases, realized volatility is an instru-
ment for spotintervention and identification is exact. In the third
case realized volatility is used as a consistent estimator for condi-
tional volatility in an attempt to obtain more efficient estimators.

Theresultsaresummarizedin Table 1. Thereisaclear simultane-
itybiasinthe ordinaryleast squares estimator for the spotinterven-
tion coefficient. The negative coefficient means that the domestic
currency depreciates when the central bank sells foreign currency,
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EFFECT OF INTERVENTION: LINEAR REGRESSION
Dependent variable: d(BRL_USD)

OLS v W-IV
c 0.02 0.03 -0.15¢  -0.15¢ -0.17* -0.16°
0.72 0.92 -1.49 -1.53 -2.72 -2.66
spot -0.33>  -0.22° 1.244 1.18¢ 0.59¢ 0.51¢
-2.07 -1.52 1.53 1.71 1.63 1.66
d(crb) -0.39* -0.40* -0.48 -0.47* -0.20*0 -0.19*
-6.18 -6.31 -6.59 -6.88 -5.16 -5.43
d(dol) 0.35% 0.38* 0.422 0.412 0.35¢ 0.36*
5.60 5.96 5.66 6.10 7.98 8.82
d(embi) 0.14a 0.15* 0.16* 0.16* 0.05* 0.07¢
9.56 10.07 7.84 8.68 6.41 10.20
d(vix) 0.13 0.34 0.022
0.21 0.51 5.14
netflow 0.15° -0.04 -0.06
3.33 -0.43 -0.87
Number of 973 973 972 972 972 972
observations
R? 0.40 0.40 0.27 0.28 0.25 0.26
Endogeneity 17.39  19.44 5.83 4.87
(dJ)
Cragg- 81.79 106.25 32.69 35.99
Donald (F)

Notes: ¢t-values below estimates; HAC *1%, *5%, “10%, “15 percent.

orthatitappreciates when the monetaryauthorityis buying dollars.
In reality, this only reflects that the monetary authority is leaning
againstthewind of exogenousvariationinthe foreign exchangerate.
The coefficient on the net order flow variable may also be qualified
as counterintuitive, since dollarinflows would be associated with de-
preciation of the domestic currency. The coefficients on the other
variables are reasonably signed and are highlysignificant, except
for the global risk aversion indicator. Excluding this variable and
thenetorderflowdoesnot change the results onthe othervariables.
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Using realized volatility as an instrument for spot intervention
leads to completely different results. The spot intervention effect
is now estimated to be positive. It is either marginally significant
when includingall controls and significantat 10% when including
only significant controls. For each one billion dollars buy inter-
vention there is a corresponding depreciation of 1.18% of the do-
mestic currency in our preferred model. The test for endogeneity
issignificant and the Cragg-Donald F statistic from the first stage
regression is much larger than Stock-Yogo critical values. Overall,
theinstrumental variable specification seems appropriate. The net
order flowvariable showsaninverted sign, althoughitisnolonger
significant. The remaining control variables preserve the sign and
significance pattern from the ordinary least squares estimation.

Theseresultsare similarwhen using the weighted instrumental
variable estimator. The spotinterventionis correctlysigned and is
statistically significant at 10%, at the margin of 5%. For each one
billion dollars buyintervention thereisacorresponding deprecia-
tion of 0.51% of the domestic currencyaccording to our preferred
model. Net order flow continues to show no significance, but the
proxy for international risk aversion gains significance with the
lower standard errors.

Theinterestdifferential variable was not found to be significant
inany of the specifications and its exclusion had no impact on the
size and significance of other parameters. For this reasons, we re-
ported only results excluding the variable. This is consistent with
results from Kohlscheen (2012) using the same dataset.

The instability of the estimated effect of net order flow is also
consistent with results from Kohlscheen (2012) according towhich
thiseffectis not constantinintervention and nonintervention sub-
samples. Since order flow has often been found to be one of the best
proximate determinants of foreign exchange rates in sample and
out of sample, we investigate a more flexible specification allow-
ing for flexible nonlinear interactions between official interven-
tion and selected controls including order flow.

Nonparametric. We estimate the general model with alinear and
nonparametric part defined in Equation 4, with x,, set to the net
order flowvariable so astofocus on possible nonlinearinteractions
suggested by the literature and by the results from the linear para-
metric model. We consider the Ai and Chen (2003) estimator. Ac-
cordingly, we use power series sieves toapproximate the conditional
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expectationinafirststep using third degree polynomials. The non-
parametric partisapproximatedinasecondstepwithapowerseries
sieve of second degree. The resulting modelis used to calculate the
average treatment effect defined in Equation 5 and the test statistic
forsuchaverage. The wild bootstrap defined in Section 3is used to
obtain p-values. The effect of negative interventions is multiplied
by minus one throughout, so that a positive effect for negative in-
terventionsis correctlysigned, showing that the domestic currency
appreciates when the central bank sells foreign currency.

Theresultsarereportedin Table 2. The scaled average treatment
effectallowsustothink of the average effect of acounterfactual one
billion dollars intervention. For each one billion dollars acquisition
offoreign currency, thereisanaverage depreciationintherange of
0.445% and 0.608% depending on the controls in the model. The
effect is significant at 5% in the preferred model including all the
controls except for the interest rate differential (model 2 in the Ta-
ble). Moving on, for each one billion dollars selling of foreign cur-
rency, there is an average appreciation in the range of 0.552% and
0.728% depending on the controls in the model. The effectis once
again significant at 5% in the preferred model. For the average ef-
fect, we obtain the range 0.470% and 0.608% variation, and this is
significant at 1% in the preferred model.

The analogous results for the weighted estimator are reported
in Table 3. For a counterfactual one billion dollars acquisition of
foreign currency, there is an average depreciation in the range of
0.463% and 0.647%, down-weightingvolatile episodes, depending
on the controls in the model. The effect is significant at 5% in the
preferred model including all the controls except for the interest
rate differential (again, model 2 in the table). Now, for a counter-
factual one billion dollars selling of foreign currency, there is an
average appreciation in the range of 0.508% and 0.636%, down-
weightingvolatile episodes, depending on the controlsin the model.
The effect is once again significant at 5% in the preferred model.
Considering the overall average effect, down-weighting volatile
episodes, the variationin the corresponding direction of the inter-
vention is in the range 0.487% and 0.660%, and this is significant
at 5% in the preferred model.

Overall the average effect or even the conditional effects of sell
or buy interventions are close to the 0.51% estimated in the linear
framework, which is therefore robust to nonlinear interactions. In
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AVERAGE TREATMENT EFFECT OF INTERVENTION:
NONPARAMETRIC ESTIMATION

Dependent variable: d(BRL_USD)

Model ATE Scaled ATE t-stat p-value
all! 0.091 0.608 35.872 0.0234
pos' 0.114 0.614 32.956 0.0862
neg' 0.170 0.552 31.941 0.0280
all? 0.070 0.470 51.649 0.0092
pos® 0.083 0.445 50.096 0.0440
neg? 0.224 0.728 32.959 0.0280
all® 0.079 0.525 45.159 0.0120
pos® 0.095 0.511 42.105 0.0598
neg® 0.204 0.665 32.739 0.0202

Notes: Wild bootstrap using N(0,1); 5,000 replications. Newey-West variance
estimator of asymptotic variance. Power series sieve; 3rd degree cond.
expectation; 2nd degree nonparametric part.

Models: 'nonlinear: spot, netflow; linear: spot, netflow, d(crb), d(dol), d(embi),
d(vix), d(drate). *nonlinear: spot, netflow; linear: spot, netflow, d(crb), d(dol),
d(embi), d(vix). *nonlinear: spot, netflow; linear: spot, netflow, d(crb), d(dol),
d(embi).

all stands for average effect of all interventions; negative interventions x(-1).
pos stands for average effect off positive interventions x(+1).

neg stands for average effect off negative interventions x(-1).

any case, in the nonparametric framework, the effect of each indi-
vidual intervention will depend in a very nonlinear way on system
conditions and intervention attributes. The effects reported above
refer to the estimated average across many different system condi-
tions observedin the sample. It should notbe interpreted asalinear
coefficient thatscaleswith the size of the intervention. Policymakers
and market participants should estimate a similar nonparametric
model to forecast the impact of any particular policy in any given
system condition. If the conditional expectation were linear, there
would be a one to one correspondence between the average effects
and the coefficientin the linear model.

Swaps.So farwe have notaddressed the possible bias coming from
the use of other forms of officialintervention that might be correlated
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WEIGHTED AVERAGE TREATMENT EFFECT
OF INTERVENTION: NONPARAMETRIC ESTIMATION

Dependent variable: d(BRL_USD)

Model wATE Scaled wATE t-stat p-value
all! 0.107 0.711 17.564 0.0638
pos' 0.125 0.676 22.638 0.0592
neg' 0.145 0.472 30.649 0.0690
all® 0.076 0.510 32.200 0.0136
pos® 0.089 0.479 35.067 0.0204
neg’ 0.175 0.569 44.229 0.0290
all® 0.088 0.589 27.434 0.0226
pos® 0.103 0.555 28.601 0.0364
neg® 0.164 0.535 39.020 0.0406

Notes: Wild bootstrap using N(0,1); 5,000 replications. Newey-West variance
estimator of asymptotic variance. Power series sieve; 3rd degree cond.
expectation; 2nd degree nonparametric part. Weighted by the inverse of
realized standard deviation.

Models: 'nonlinear: spot, netflow; linear: spot, netflow, d(crb), d(dol),
d(embi), d(vix), d(drate).?nonlinear: spot, netflow; linear: spot, netflow,
d(crb), d(dol), d(embi), d(vix). *nonlinear: spot, netflow; linear: spot, netflow,
d(crb), d(dol), d(embi).

all stands for average effect of all interventions; negative interventions x (—1).
pos stands for average effect off positive interventions x (+1).

neg stands for average effect off negative interventions x (-1).

with spot market intervention. In particular, in our sample, deriva-
tive marketinterventions with cash settlement (swapsforshort) cor-
relate positivelywith spotinterventions, introducing the possibility
of an upward bias in the results reported above. Our first answer to
thisisthattheresults can always beinterpreted as the structuralim-
pactofspotinterventionsusedinassociation with swapsas observed
inthesample. Thisisstillarelevant structural parameter for the pol-
icy maker. The results for this parameter are stilla nice illustration
of the identification strategy proposed in the paper.

We perform three additional robustness exercises: First, we esti-
mate the effect of spot intervention excluding from the sample the
days of swap intervention;second, we estimate on the full sample with
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EFFECT OF INTERVENTION: LINEAR REGRESSION, ROBUSTNESS
TO SWAPS

Dependent variable: d(BRL_USD)

No-swap sample Swap sample
OLS v w-1V OLS v w-1V
c 0.04 -0.12>  -0.13" 0.04 -0.11>  -0.14°
1.07 -2.02 -5.11 1.30 -1.41 -3.85
spot -0.21° 0.89" 0.31*  -0.27¢ 0.90¢ 0.31¢
-1.98 2.25 2.10 -1.83 1.67 1.91
d(crb) -0.42*  -0.44* -0.18* -0.41* -0.47* -0.18
-6.42 -6.40 —4.37 -6.48 -7.12 -5.10
d(dol) 0.31° 0.34° 0.35° 0.38° 0.41° 0.36°
4.95 5.31 8.90 5.96 6.20 9.22
d(embi) 0.14* 0.14* 0.07 0.15* 0.16 0.07
10.45 9.96 8.76 9.96 9.23 10.41
swap 0.16¢ 0.11 0.24
1.90 0.23 0.68
Number of 884 883 883 973 972 972
observations
R? 0.41 0.32 0.30 0.39 0.32 0.26
Endogeneity 20.58 17.63 23.73 10.16
(dJ)
Cragg- 62.93 121.75 8.30 11.02
Donald (F)

Notes: ¢-values below estimates; HAC * 1%, " 5%, <10%), “15%. Sample with or
without days of swap operations; instrument list includes lagged realized variance,
net order flow and, for the IV-swap sample, squared variation of exchange rate

futures; when applicable, overidentifying conditions are not rejected at five

percent.
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AVERAGE TREATMENT EFFECT OF INTERVENTION:
NONPARAMETRIC, ROBUSTNESS TO SWAPS

Dependent variable: d(BRL_USD)

Model ATE Scaled ATE t-stat p-value
all 0.054 0.360 51.243 0.0082
pos 0.063 0.337 48.510 0.0402
neg 0.180 0.586 36.205 0.0128
w-all 0.058 0.385 32.450 0.0124
W-pos 0.067 0.361 35.303 0.0190
w-neg 0.141 0.458 48.064 0.0230

Notes: Wild bootstrap using N(0,1); 5,000 replications. Newey-West variance
estimator of asymptotic variance. Power series sieve; 3rd. degree cond.
expectation; 2nd. degree non parametric part. Nonlinear: spot, netflow; linear:
spot, swap, netflow, d(crb), d(dol), d(embi), d(vix). Intervention instrumented
by lagged realized volatility.

Models: all stands for average effect of all interventions; negative interventions
x (—1). pos stands for average effect off positive interventions x (+1). neg
stands for average effect off negative interventions x (-1). w-, weighted average
treatment effect.

additional instruments for the swap operations; third, we estimated a
nonparametricinstrumentalvariable model controlling for swaps. In
the case ofinstrumentalvariablesin thelinear framework, the instru-
mentlistincludes I)arealized variable for the future market, namely
the squared variation of the nearest future quotation, and 2)the net
order flow variable. From the covered interest parity, innovations in
future and spot exchange rate variation should be close to each oth-
er, so that arealized measure in the future could provide additional
information. Previous results exclude net order flow from the linear
model, and the statements by policymakers suggest order flowis asso-
ciated with spot marketinterventions. Bothfactorssuggestnet order
flow could be used as an instrument. In the nonparametric model,
the focus is on neglected nonlinearity in order flow, so we do not in-
cludeitasaninstrument.

The results for the linear robustness exercises are summarized in
Table 4. Consider first the no swap sample. As before, there is a clear
simultaneity bias in the ordinary least squares estimator and using
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EXCHANGE RATE AND REALIZED VOLATILITY
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realized volatility as an instrument for spot intervention inverts the
sign of the coefficient. The effect is significant at 10%. Consider now
the full sample. Again there is a clear endogeneity bias in spot inter-
ventions. With instrumental variable estimation, the effect has the
opposite sign, at 0.31% for each one USD billion intervention, and is
significant at 5%. There is no robust evidence of level effects of swap
operations. Moreover, there is no robust evidence of bias in our pre-
vious estimates for the effects of spot interventions. The estimated
effect in our preferred specification in the last column is lower than
the estimates obtained in the previous section, which supports the
hypothesis of a positive bias in intervention effects obtained without
controlling for swaps.

The results for the nonparametric robustness exercise for swaps
arereported in Table 5. Using realized volatility and squared future
returns as instruments for both interventions does not result in sig-
nificantresults. Wereporttheregression using onlyrealized volatility
toinstrument for spotinterventions. The scaled average effectsare of
the order of 0.36% for each one USD billion intervention, and this is
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significantat 1%. Thisis close to the result from the linear model and
lends further support to asmall positive bias without controlling for
swap operations. We interpret these results as evidence of comple-
mentarity of both types of official intervention.

5. CONCLUSION

This paper contributes to the tradition of instrumental variable es-
timation of the effect of official intervention. We propose anovel or-
thogonality condition formallydeduced from standard properties of
conditionalvolatilitymodels. In particular, we show that realized vol-
atilityis orthogonaltotheinnovationinalog-linearrealized-GARCH
model, as well as argue that it is correlated to intervention by refer-
ence to empiricalliterature relating both variablesand tostandard
policyrationale often presented by monetary policy authorities. We
consider both parametricand nonparametricinstrumental variable
estimation, in the latter case also proposing a statistical test based
on the average treatment effect of official intervention.

We apply the proposed instrumental variable approach to a
unique dataset for the Brazilian foreign exchange market with full
records of official intervention and net order flow intermediated
by the financial system. In the linear framework, for each one bil-
lion dollars buy (sell) intervention there is a corresponding depre-
ciation (appreciation) of 0.51% of the domestic currency. In the
nonparametric framework incorporating nonlinear interaction
between official intervention and the underlying market condi-
tions represented by order flow information, for each one billion
dollars buy (sell) intervention there is a corresponding deprecia-
tion (appreciation) 0f0.48% (0.57%) of the domestic currency. The
effects were significant at 5%. The nonparametric estimates sug-
gest larger effects on sell interventions and point to the relevance
of nonlinear interactions. These effects assume swap operations
are conducted in the same way as in the sample. Estimated effects
of spotinterventions are a bit lower controlling for official derivate
market interventions, and range from 0.31% to 0.38% in the linear
and nonparametric models, respectively. Thissuggests both official
intervention policies (spot and swaps) are complementary.

Thedeductivereasoningleadingto our orthogonality condition
maybe generalized and adaptedinseveral directionsasappropriate
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for other empirical applications. For example, as illustrated in our
robustness exercises involving derivative operations, one may con-
sider other realized measures, such as bipower variation, intraday
range, or the squared return. Itis also possible to include the inter-
ventionvariablein the model equationsleading to more general or-
thogonality conditions. Finally, one may extend the resultsto other
conditional volatility models with intraday information beyond the
log-linearrealized-GARCH model considered in our application. The
positive empirical results found here should provide sufficient mo-
tivation for such extensions.
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