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Abstract

This study analyzes the Uruguayan economy’s vulnerability to foreign mo-
netary policy in thelast 20 years. Theusualway of assessing monetary policy
transmission effects —such as panel data analysis, correlation analysis and
even case studies— havenot offered much statistically significant evidence for
Uruguayan economic growth. However, being a small open dollarized economy
with a relatively less sophisticated asset market, it seems plausible that Uru-
guay may suffer from international monetary policy shocks. The challenge,
then, is to unveil the channels through which those monetary shocks finally
affect relevant Uruguayan variables.

In this paper, factor augmented vector autoregressive (FAVAR) models are
used in two stages. In the first stage, the impact of foreign monetary policy is
assessed on commodity prices, foreign output, and regional output. In the se-
cond one, theeffects onreal exchangerate, domestic assets (as housing prices)
and on domestic output are analyzed.
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1.INTRODUCTION

n May 22th, 2013, in his testimony to Congress, the chair-

man of the Federal Reserve announced the possibility of a

decreaseinsecurity purchasesfrom 85 billion dollaramonth
to a lower amount. This tapering talk had significant consequences
for economic and financial conditions in emerging markets (EM),
reflected in the movements in EM exchange rates and stock prices
followingthe announcements (Figure 1). Asmanycommentatorsand
analysts point out, not only was the impact sharp but it was surpris-
inglylarge (Eichengreen and Gupta, 2013).

The 2014 Regional Economic Outlook (REO) reports:

Overall, theresults presented so far suggest thatagradualand
orderly normalization of US monetary conditions should af-
fect emerging market bond markets in a relatively moderate
fashion. Localyields have historically tended to respond to US
monetaryshocks, butlessthan one for one. Other news shocks,
whichinclude positive USgrowth surprises, appear to have even
more limited (and possibly benign) effects on emerging mar-
ket bond yields.

It points out that there may be effects, though, in the flow of capi-
tal to EM.!

There are similarities and differences among EM. In particular,
Uruguay is a small open economy still highly dollarized with a rel-
atively poorly developed asset market. It is basically a commodity
producer (mainly beef, wool, and mostrecentlysoybean) Brazil, Ar-
gentina, China, the US, and other EU developed countries being its
main product destinations; on the other hand, Uruguayis a net oil
importer.2 Another important feature of Uruguayan economy s its
service sector which provides 56% of totalincome both from foreign
(especially regional tourism) and internal demand.

According to the simulations reported by the IMF, gross inflows decline
markedly, falling by almost two percent of GDP over six quarters in
response to a 100-basis-point increase in the real Treasury rate. When
controlling for output growth in the US -the counter face of the nor-
malization of US monetary policy—, they found that net capital flows to
emerging markets respond positively to an increase in US GDP growth
despite the associated rise in US interest rates.

? ANCAP (Administracién Nacional de Cemento, Alcohol y Portland) is the
public enterprise that monopolistically imports and refines oil.
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Figure 1

US INTEREST RATES, AND EXCHANGE RATES AND STOCK PRICES
FOR SELECTED EMERGING MARKETS

US INTEREST RATES
0.08- (in percentage)
0.06
0.04+

0.02- ;
_ _FF rate

-0.024 T10 rjcal rate

70'04\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\F\F‘r‘ealrate

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

REAL EFFECTIVE EXCHANGE RATES

1.10 (2010 =1)
1.05}
_ __Mexico
1.004 _ <" ——x V" \ L TemmmmmmT
0.95 : India
0.90
0.85 Brazil
0.80 T T T T T T T T T T T T — T T T T T T 1
I I orimv 1 I ma v 1 o oaiImv 1 1o uaiImv 1 1o aimv
2010 2011 2012 2013 2014
VOLATILITY OF STOCK PRICES
1.6+ (2010 =1)

India
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

Source: FRED and own calculations for US interest rates. FRED for exchange rate
and stock prices.
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Figure 2
URUGUAY: DOLLARIZATION

BANK CREDITS BY THE PRIVATE BANKING SYSTEM
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Figure 3
URUGUAY: DOLLARIZATION
BANK DEPOSITS IN THE PRIVATE BANKING SYSTEM
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Figure 4
URUGUAY: PUBLIC SECTOR DOLLARIZATION
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Source: BCU and author’s calculations.

Astylized fact of Uruguayis dollarization. There have beenimpor-
tantattemptstoalleviate this problem, but Uruguayan economystill
remains highly dollarized: almost 80% of total deposits and more
than 50% oftotal creditsin the banking system are foreign currency-
denominated. The main problem, though, is currency mismatches.
Accordingtorecentstudies, 87% of Uruguayan firmsreport to have
liabilities denominated in currencies (mainly US dollars) different
from those of theirincomes (mainly Uruguayan pesos).?

Inaddition, the publicsector (33% of total GDP) is mainly endebted
inforeign currency. Animportant change in the Uruguayan econo-
myinthelastdecadeisthedecreaseinthedollarization of the public
debt*and the increase in the average time for maturity. We expect
that these changes reduce the Uruguayan economy’s vulnerability
to global shocks.

% See Licandro et al. (2014).

* During the 2002 crises, more than 80% of total public debt was denomi-
nated in foreign currency;in 2002Q2-2002Q3, the nominal exchange rate
jumped 16% and public debt denominated in foreign currency over GDP
rose from 70% to more than 150%, but dropped to around 30% ten years
later. It was 37% in 2014Q4.
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Under those circumstances, a tighter monetary policy decided
by the Federal Reserve sounds like bad news for a dollar-indebted
country that does not print dollars. First, arise in the federal funds
rate leads to a rise in market rates through arbitrage, increasing
Uruguay’sdebtburden and worseningits external debt conditions.®
Twelve-year sustained economic growth that began in 2003 may be
put to a hold. Second, a rise in the federal funds rate appreciates
the dollar against other currencies, in particular the Uruguayan
peso. Thislocal currency depreciation mayfuel domesticinflation,
which is already out of the target zone, because many prices of the
consumption basketare updated accordingto the depreciationrate.®
Third, higher inflation may reduce investment projects, which are
needed for growth.

The concern that rising US interest rates could slow or reverse
the flow of capital to emerging markets is somehow mitigated for
the case of Uruguay by the shallowness of its financial market. For
instance, real assetsare the biggest part of ahousehold’s net wealth,
and not only are they intensive in using cash (70%) but also there is
a low and stable use of credit (22%) and debit cards (8%).” As a re-
sult, an observer might wonder the true dimension of the effects of
anew foreign monetary scenario. The challenge, then, is to unveil
the channels through which those foreign (US) monetary shocks
might finally affect Uruguayanrelevant variables. The strategyrests
on using information on past performances to try to figure out the
most probable path.

There hasbeenalotofresearch onthe effects of regional factors on
Uruguayan performance.®Favaro and Sapelli (1989) use VAR models
to quantify theregionallinkages of the Uruguayan economy for the
period 1943-1984 and they find alarge impact of regional variables
especially bilateral real exchange rates. Talvi (1995) calibrates the
importance of Argentina during two exchange-rate-based stabiliza-
tion programsattempted in Uruguay (October 1978 and December

5 Although fixed-rate foreign public debt accounts for almost 90% of total
foreign public debt, it is denominated in US dollars and, in that way, var-
ies according to the exchange rate evolution.

® Aone-timeadjustmentinrelative prices does not necessarylead toinflation,
but it may put inflationary pressures into action because other relevant
economic variables are CPI-indexed.

7 See Lluberas and Odriozola (2014) and Lluberas and Saldain (2015).

Sosa (2010) presents a detailed review of the related literature.
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1990, respectively) through an intertemporal optimization model
withbothtradable andregional goods. Bergaraetal. (1994) develop
amodelstemmingfrom the oneswith Dutch diseaseandabooming
sector and incorporate a regional tradable sector in order to anal-
ize the effects of a regional demand shock and a shock to external
capital inflows on Uruguayan performance. Masoller (1998) uses
anear-VAR model to study the mechanisms of transmissions of re-
gional shocks in Uruguay. Bevilaqua, Catena and Talvi (2001) con-
centrate on trade linkages, formalize the concept of regional goods
and analyze the vulnerability of Argentina, Paraguay and Uruguay
to real devaluations in Brazil. Kamil and Lorenzo (1998) study the
correlation between the Uruguayan business cycle and the cyclical
component of some keyregional macroeconomicvariables, finding
thatthe Uruguayan business cycleis stronglyinfluenced by regional
factors. Voekler (2004) studies how regional shocks affect sectoral
Uruguayan output, finding that the mostimportant causes of fluctu-
ations atthe sectorallevel are shocks to outputand relative pricesin
theregion-withshocksfrom Argentinahavingthelargestimpact.In
thesameline, Eble (2006) finds that Uruguay’s exposure toregional
shocks hasadverselyaffected growthinrecent decades. Sosa (2010)
examines the role played by regional factors in Uruguay, identifies
the sources and transmission mechanisms of shocks stemming from
theregion and assesseshowvulnerable Uruguayistoapotential crisis
intheregion. HeusesaVARmodel with block exogeneityrestrictions
and finds that shocks from Argentina ~which account for about 20
% of Uruguayan output fluctuations— have large and rapid effects.
Sosa points out that this is mainly due to the existence of idiosyn-
craticrealand financiallinkages between Uruguay and Argentina,
whichalso explain the very high correlation between their business
cycles. Morerecently, the IMF (2014) report on Uruguay establishes:

The response of Uruguay’s local currency bond yields to the

changein Usyieldswas 1.7, inline with the LA average but low-

er than the betas of Colombian, Brazilian, and Peruvian local

currencybonds (whichwere closerto 2.5). Similarly, the beta of

Uruguay’s long-term foreign currency bond yields to US yields

was 1.4, inlinewith Colombiaand Mexico, butlowerthanthebe-

tas of Brazil, Chile and Peru. Thus, asin other EMs, Uruguayan

yields moved more than one-for-one with US bond yields in the

aftermath of the taperingannouncement, although theincrease

in Uruguayanyields was at the moderate end of LAb reactions.
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Nevertheless, theimpact onrealactivity ofastronger USrecovery
accompanied by anincrease in EM risk premiums would moderate-
ly dampen growth in Uruguay through financial channels, accord-
ing to the IMF.

In this paper, factor-augmented vector autoregressive (FAVAR)
modelsare used for the first time with Uruguayan datain two stages.
In the first stage, the impact of foreign monetary policy is assessed
on commodity prices, foreign output and regional output. In the
second, the effects on real exchange rate, domestic assets (as hous-
ing prices) and domestic output are analyzed.

Aninteresting alternative to the FAVAR approachis the global VAR
(GVAR) modelintroduced by Dees etal. (2007) and recently applied
to Uruguayan data by Noya et al. (2015). The GVAR incorporates an
explicit modelfor each countrywhich arelinked byaset of observed
and unobserved international factors. In this way, the GVAR is par-
ticularly convenient when shocks come from very specific foreign
countriesinstead of “therest of the world.” Asargued by Mumtazand
Surico (2008), the FAVAR approach is particularly convenient when
one of the main goals is to analyze the response of a large number
of home variables.

The rest of the paper is organized as follows. Section 2 develops
the priorresearch.Section 3 describes the datasetand explains the
wayitisused.Section 4 presents the results. Section 5 performs some
robustness tests and, finally, Section 6 concludes.

2. PRIOR RESEARCH

There is a vast empirical literature on the international transmis-
sion of monetary and nonmonetary shocks using small-scale struc-
tural VAR. The main purpose of structural VAR (SVAR) estimation is
to obtain non-recursive orthogonalization of the error terms forim-
pulse-response analysis. This alternative to the recursive Choleski
orthogonalizationrequiresthe usertoimpose enoughrestrictionsto
identifythe orthogonal (structural) components of the error terms.

Severalresearchershave proposed alternative identification struc-
tures including, among others, the recursive schemes in Grilli and
Roubini (1995), Eichenbaum and Evans (1995), and Faust and Rog-
ers (2003); the nonrecursive schemes in Cushman and Zha (1997),
Kimand Roubini (2000), and Kim (2001); and the sign restrictionsin
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Canova (2005) and Scholland Uhlig (2005). All of them employarela-
tivelysmallnumber of variables (aVARwith 14 variables) and have dif-
ficulttosolvelong-lasting puzzlesininternational macroeconomics,’
simultaneously. Mumtaz and Surico (2009) use a wider informa-
tion setin order to achieve a better understanding of international
transmission of shocks and to get new evidence to solve those long-
lasting puzzles.

This section proposes a factor-augmented vector autoregress-
sive (FAVAR) model to assess the impact of a foreign monetary shock
on relevant Uruguayan economic variables. The model resembles
Bernanke, Boivinand Eliasz (2005), Mumtaz and Surico (2009) and
Fukawa (2012).

2.1 The FAVAR Model

Structural factor models rest on the idea that alarge number of ob-
servable economic variables can be described by a relatively small
number of unobserved factors. These factors, in turn, can be af-
fected by afew shocks which can be understood as macroeconomic
disturbances.

Consider nobserved stationaryvariables. Let usassume that each
stationaryvariable of ourmacroeconomicdataset x, iscomposed of
two mutually orthogonal unobservable components, the common
component X; and the idiosyncratic component &, :

= +
n xit Z it éit :

The idiosyncratic components arise from shocks that affecta
specific variable or a small group of variables and may reflect sec-
tor specific variations, variations to foreign countries or measure-
ment errors. These components can be weakly correlated across
variables but common and idiosyncratic components are orthogo-
nal for each variable.

The common componentsare the onesresponsible for most of the
co-movements between macroeconomicvariablesand are represent-
edbyalinear combination of arelatively smallnumber (r << n) ofun-
observed factors (these arealso called static factors in the literature):

? Delayed exchange-rate overshooting and forward discount puzzles.
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The optimal number of factors can be determined by several sta-
tistical tests, such as Bai and Ng (2002) and Onatski (2010) or Ve-
licer’s (1976)." Although factors do not need to have an economic
meaning and their main purpose is to summarize the information
content of the observed variables, sometimesitis possible tofind an
economic interpretation for the first few factors. When allowing a
VAR modelforvectorf, components, dynamicrelationsamong mac-
roeconomic variables arise:

=D f +Dyf y+..+D,f_, +&,

g, = Ru,,

where Risan rxq matrixand u, = (uh Uy, ...uql) isa g-dimensional
vector of orthonormal white noises, with ¢ <r.Such white noises
are the common or primitive shocks or dynamic factors (whereas the
entries of f, are the static factors). Observe that, if g <r, the residu-
als of the above VAR relation have a singular variance covariance
matrix. From Equations 1 to 3 it is seen that the variables them-
selves can be written in the dynamic form x, =b,(L)u, +&,, where
b(L)=a,(I-DL-..-D,I') R.

Thedynamicfactors u, and b;(L) are assumed to be structural mac-
roeconomicshocksandimpulse-response functions, respectively.”

i’

Vector autoregressive (VAR) models are very useful in handling
multiequation time-series models because the econometrician does
notalways knowifthe time path ofaseries designated to be the inde-
pendent variable hasbeenunaffected by the time path of the dependent
variables. The most basic form ofaVAR treatsall variables symmetri-
callywithout analyzing the issue of independence.

The first two tests are used when principal components analysis (PCA)
are applied to estimate the factors while the latter is used when factors
analysis (FA) is applied. In PCA, it is assumed that all variability in an item
should be used in the analysis while in FA only the variability that the item
has in common with the other items is used. PCA is preferred as a method
for data reduction while FA is often preferred when the goal is to detect
structure. See discussion section.

They are called dynamic factor models.
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Nevertheless, thereare some tools-suchas Granger causality, im-
pulse-response analysisand variance decomposition-that canshed
somelight onthe understanding of theirrelation and guidance into
the formulation of more structured models.

Factor-augmented VAR (FAVAR) models combine factor models
and VAR models at the same time:

n [EJ:|:¢H(L) ¢12(L):|[Fz1j+ ulF
Ot ¢21 (L) ¢22 (L) 0;-1 uto '

where O, is the (Mxl) vector of observable variables and F, is the
(kx1) vector of unobserved factors that captures additional eco-
nomicinformationrelevantto model the dynamics of O,. Unobserved
factors are extracted from the informational time series included
inthedataset. The number of the informational time seriesislarge
and must be greater than the number of factors (r) and observed
variables in the FAVAR system.

Letusassume that the informational time series X,are related to
the unobservable factors F, by the following observation equation:

X, =AF +A°0, +e,,

where F, isa (k>< 1) vector of common factors,'? A isa (N>< k) ma-
trix of factor loadings, A° is (NXM) ,and ¢, are mean zero and
normal, and assumes a small cross-correlation, which vanishes as
N goes to infinity.

2.2 The Empirical Model

The FAVAR approach developed by Bernanke et al. (2005) was ex-
tended to the open economy by Mumtaz and Surico (2009) in order
tomodel theinteraction between the UK economyand therest ofthe
world, which they call the foreign block. They occupy a large panel
of data covering 17 industrialized countries and around 600 price,

2" Unobservable factors in FAVAR do not have exact meanings. The Forni
and Gambetti (2010) model is different from FAVAR in that they tried to
give the factors themselves a structural interpretation.
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activity, and money indicators. They have only one observable vari-
able, though, the UKshort-term interestrate. In our model, however,
there are six domestic observable variables because our main goal
isto investigate domestic transmission channels of a foreign shock,
in particular, US monetary shock.

The model presented here consists of three blocks: The foreign
observable variables, O[* ;theinformation about the industrialized
world, the relevant region and the Uruguayan economy, which is
summarized in k£ unobserved factors, F,; and the domestic observ-
able variables, O,. As aresult, the dynamic system moves according
to the following transition equation:

# #

@)

t t-1

O,
8 F |=B(L) F., |+u
0

1

S

-1

where B(L) is a comformable lag polynomial of finite order p,
and u, =Q"?¢, with the structural disturbances ¢ ~ N(0,1) and
Q=4,(4,).

The unobserved factors are estimated by maximum likelihood
and the optimum number of factors is determined using Velicer’s
minimum average parcial (MAP) method, and startingvalues for the
communualities” are taken from the squared multiple correlations
(SMC). Other authors consistently estimate the unobserved factors
by the first r principal components of X (Stock and Watson, 2002).
Forthisresult to hold, itisimportant that the estimated number of
factors, k, islarger than or equal to the true number, ». Because N is
sufficiently large, the factors are estimated precisely enough to be
treated as datain subsequent regressions."

The estimated loadings and factors are not unique; that is to say,
there maybe othersthatidenticallyfitthe observed covariance struc-
ture. This observation lies behind the notion of factor rotation, in
which transformation matricesare applied to the originalfactorsand
loadings in the hope of obtaining a simpler and easier-to-interpret

¥ Communualities are the common portion of the variance of the variable.
See EViews 9 Reference Manual.

" See Fukawa (2010).
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factor structure. I apply an orthogonal rotation implying that the
rotated factors are orthogonal.

Inthesecondstep, I estimate the FAVAR equation, replacing F;with
F.Asaresult, the response of any observable variable to ashockin
the transition Equation 8 can be traced out applying the factorload-
ings and Equation 7.

2.3 Discussion

Several criticisms of the VARapproach to policy shockidentification
focus on the small amount of information used by low-dimensional
VAR. To conserve degrees of freedom, standard VAR rarely employ
more than 10 variables, even though this small number of variables
is unlikely to span the information sets actually used by the policy-
maker. Using low-dimensional VAR means that the measurement of
policyinnovation islikely to be contaminated.

Factor-augmented VAR (FAVAR) models initiated by Bernanke et
al. (2005) are a mixture of a factor model and a VAR model. The fac-
tors can provide an exhaustive summary ofthe informationinlarge
datasets,and in thissense theyare precioustoalleviate omitted vari-
able problemsin empiricalanalysisusingtraditional small-scale mod-
els (see Bernanke and Boivin, 2001). In fact, Bernanke and Boivin
(2001) and Bernanke etal. (2005) proposed exploitingfactorsin the
estimation of VAR to generate amore general specification. Chudik
and Pesaran (2007, 2011) illustrate how a VAR augmented by factor
could helpin keepingthe number of parametersto be estimated un-
der control without loosing relevant information.

Factormodelsimpose a considerable amount of structure on the
data, implying restricted VAR relations among variables (see Stock
and Watson, 2005, foracomprehensive analysis). In thissense, factor
models are less general than VAR models. On the other hand, factor
models, being more parsimonious, can modelalarger amount ofin-
formation. Theabilityto modelalarge number of variables without
requiring a huge number of theory-based identifyingrestrictionsis
aremarkable feature of structural factor models. If economic agents
base their decisions on all of the available macroeconomic informa-
tion, structural shocks should be innovationswithrespecttoalarge
information set, which can hardly be included in a VAR model.

The estimation of FAVAR modelsisusually done following a two-step
procedureinwhich the factors are found firstand then the co-move-
ments among the observed variables and the factors are analyzed.
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Some authors suggest extracting factors by the first of principal
components of the series involved, such as Bernanke et al. (2005)
and Boivin and Giannoni (2008), among others. There are otherre-
searchers that prefer to apply amaximum-likelihood method in the
firststep. Results given by principal components analysis (PCA) and
factor analysis (FA) are verysimilar in mostsituations, but thisis not
always the case, and there are some problems where the results are
significantly different.

Both PCAand FA create variables that are linear combinations of
the originalvariables. But different from PCA, FAisa correlation-fo-
cused approach seeking toreproduce the inter-correlations among
variables, in which the factors “represent the common variance of
variables, excluding uniquevariance.” Interms of the correlation ma-
trix, this correspondswith focusing on explaining the off-diagonal
terms (i.e., shared covariance), while PCAfocuses on explaining the
termsthatare onthe diagonal. However, asasideresult, when trying
to reproduce the on-diagonal terms, PCA also tends to fit relatively
well the off-diagonal correlations. PCA results in principal compo-
nents that account for a maximal amount of variance for observed
variables; FA accounts for common variance in the data. Thatis one
ofthereasonswhyFAis generallyused when the research purposeis
to detect data structure (i.e., latent constructs or factors) or causal
modeling while PCA is generally preferred for purposes of data re-
duction (i.e., translating variable space into optimal factor space)
but not when the goal is to detect the latent factors.

Animportantdrawback of FA, however, refers toits heuristic anal-
ysis of factors, because more than one interpretation can be made
from examining the same data factored in the same way.

3. DATA

3.1 Policy Rate

The effective federal funds rate has been the measure for the Fed-
eral Reserve’s monetary policy stance in the economic literature
and has been used as the link between monetary policy and the
economy. Butsince the end of 2008, the effective federal funds rate
has been at the zero lower bound (ZLB), damping its historical cor-
relation with economic variables like real gross domestic product
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(GDP), the unemployment rate, and inflation. To provide a further
boosttothe economy, the Federal Open Market Committee (FOMC)
has embarked on unconventional forms of monetary policy (a mix
of forward guidance and large-scale asset purchases) since then."”
Attempts tosummarize current policy have led some researchers to
create a virtual federal funds rate. Specifically, Wu and Xia (2014)
construct a new policy rate “by splicing together the effective fed-
eral funds rate before 2009 and the estimated (by them) shadow rate
since 2009. This combination makes the best use of both series” (p.
11). On the other hand, Bauer and Rudebusch (2015) write:

Thesensitivity of estimated shadow shortratesraisesawarning

flag about their use asameasure of monetary policy, asin Ichi-

ue and Ueno (2013) and Wu and Xia (2014). Our findings show

thatsuch estimatesare notrobustand stronglysuggest that their

use as indicators of monetary policy at the ZLB is problematic.

More promising approaches have recently been suggested by

Lombardiand Zhu (2014), who infer ashadow shortrate thatis

consistent with other observed indicators of monetary policy

and financial conditions, and Krippner (2015), who considers

the area between shadow rates and their long-term level.

Although there is still no consensus regarding which variable to
use for monetary policy analysis, itis clear that the effective federal
funds rate does not seem very appealing for it was not an accurate
reflection of the monetary policy decisions taken by the Federal Re-
serve during the ZLB period when the effective federal funds rate
did not move. But as shadow interest rates are unobserved, there is
no absolute certainty about their estimated values and they differ
greatlyamong different researchers. As aresult, in this study I per-
fom asensitivityanalysis and I alternatively use the effective federal
funds rate (FFR) and the Wu-Xia virtual funds rate (FFR_im), both
inreal terms.

3.2 Description of the Data

X, consists of 36 quarterlymacroeconomic time series.'* All of them
areexpressedinrealtermsandinloglevels (exceptratiosand interest

% For a detailed list see Engen et al. (2015).
16 Although the literature advises handling a larger number of time series,

data availability was binding in this study.
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rates) and whenever necessary, series are transformed in order to
leave them stationary.” The data span the period from 1995Q2 to
2014Q4." Federal funds rate (FFR); 10-year bond rate (710); real
exchange rate (rer); domestic passive interest rate (i_p); Uruguayan
country-risk (UBI); domestic output (y);and housing prices (p_k)are
the observablevariables O,. The informational variablesalsoinclude
several commodity prices (wheat, soybean, food, oil); foreign out-
put (from Argentina, Brazil, USA, China, UK, Italy, Spain, Germany,
Mexico); USdebt-to-GDP ratio, domestic investmentratio (total, pub-
lic and private), trade (exports and imports), real domestic wages,
unemployment, public debt-to-GDP ratio (total, foreign, domestic,
in foreign currency, in domestic currency), public assets-to-GDP ra-
tio, total public sectorincome, and total public sector expenditures
including interests.

3.3 Model Specification

I first estimate a baseline VAR model on eight variables of interest:
Federalfundsrateinrealterms (FFR)); 10-yearbond rateinreal terms
(T10);real exchange rate (rer); domestic passive interest rate (;_p)in
real terms; Uruguayan country-risk ratio (UBI);real domestic output
(y);housing prices (p_h)"?inreal terms, and the publicsector balance
(pb) in real terms. In order to assess the impact of foreign monetary
policy changes, I propose the following transmission mechanism. If
wesupposethatthe Federal Reserve decidestochangeitsrate (FFR), it
willaffect other marketrates bothforeign and domestically through
arbitrage (T10and i_p) and willdetermine changesin domestic real
exchange rate (rer), affecting domestic real output (y), domestic as-
set prices (p_hk)and public sector balance (pb):

4
n 0, = ZAiOt—i +uf),
o1

where O, = (FFR”,T]Ot,ren,UBIt,iM,pht,yt,pbt ) The information cri-

teriaselect three lags for the VAR model, which satisfies the stability

17 Standard unit root tests (augmented Dickey-Fuller and KPSS) show that all
variables are stationary in first differences, except for the interest rates;
deseasonalization techniques were applied when necessary.

'8 China GDP is available only since 1995Q2.

This will be the ordering that will be used afterwards when performing

impulse-response analysis.
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condition. Theresults show thata contractionary foreign monetary
policy (aone-timerise of FFR) has no clear effects on Uruguayanreal
output, nor housing prices or fiscal accounts (see Figure 5, graphs
7,6 and 8, respectively).

Then, I explore the possibility of the existence of other unob-
served variables that may influence the behavior of the observable
ones. Thesevariables mayresumevaluable information and be part
ofamore global transmission mechanism thatisnotvery easyto de-
scribe at first sight. It seems plausible to try to find a few factors that
could act as vehicles once the foreign monetary shock takes place.
Next, I consider the extension of the baseline VAR model:

"
* % o

0 ¢11<L) ¢12(L) (Dls(L) Oz'—l u’

m F =] ¢ (L) ¢po(L) Dos(L) || £ |+ utF >
0] |0u(D) ®u(t) )] 0] | w0

where O] =(FFR,,T10,),0,=(rer,, UBL i, .5, bb, Jand F, = (F, . Fy,, F, )
are the factors estimated in the first part by maximum likelihood.
Fourlagsareused, based on information criteria (SIC) and stability
considerations.

4. RESULTS

4.1 Estimation

Iestimate the modelapplyingatwo-step procedure. In thefirststep, the
unobserved factors and their corresponding loadings are estimated
bymaximum likelihood.Inthesecondstep, Isubstitute the estimated
factorsintoaVAR specification and estimate the FAVAR model by OLS.

The whole available data set is used in order to estimate the fac-
tors. Nevertheless, following measures of sampling adequacy (MSA)
and goodness-of-fit criteria, several time seriesare dropped out of the
dataset. Ineffect, onlytime serieswhose MSAvaluesare greater orvery
close to Kaiser’s MSA* remain. The final data set has a Kaiser’s MSA

2 MSA is an “index of factorial simplicity” that lies between 0 and 1 and
indicates the degree to which the data are suitable for common factor
analysis. Values for the MSA above 0.90 are deemed marvelous; values in
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Figure 5

IMPULSE-RESPONSE FUNCTIONS, BASELINE VAR
(5,000 MONTE CARLO REPLICATIONS)
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Source: FRED and own calculations for US interest rates. FRED for exchange rate
and stock prices.
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Figure 5 (cont.)

IMPULSE-RESPONSE FUNCTIONS, BASELINE VAR
(5,000 MONTE CARLO REPLICATIONS)

RESPONSE TO CHOLESKY ONE S.D. INNOVATIONS * 2 S.E.
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value of 0.79 which can be labled between middling and meritorious
for common factor analysis. I take the decision to keep Argentine
and Brazilian real output and wheat price, even though they have
indicators abit lower than 0.79 because there isa trade-off between
alabeling of almost middling and the actual importance of those
variables in domestic dynamics. It must be taken into account that
the final data set had to be shortened a great deal* in order to have
abalanced panel of time series.

Velicer’s MAP method has retained three factors, labeled F1, F2
and F3. A brief examination of the rotated loadings indicates that
commodity prices (food, wheat and soybean) and real wagesload on
the first factor, while foreign real output (from the USA, Germany,
Spain, the United Kingdom, Italy, and probably Mexico) and Amer-
ican debt load on the second factor, and oil price and arelevant re-
gional foreign real output (Argentina, Brazil and China) load on
the third factor. Therefore it is reasonable to label the first factor as
ameasure of commodity prices, the second factoras anindicator of
foreign demand from developed countries and the third factor as
anaggregate variable for the regional demand.*

4.2 Identification of Structural Shocks

The dynamics of the variablesin the system depend on the structure
imposed on the factorloadings. Assuch, I propose different identi-
fication schemes in order to ponder the sensitivity of the responses
whenaspecificunanticipated®risein the foreigninterestrate occurs:
arecursive identification scheme (Choleski) and anon-recursive one.

In the recursive scheme, the impact matrix Ayis lower triangular,
implying that both US monetary policy and foreign variables do not
respond to Uruguayan performance measured by real output, for
instance contemporaneously. On the other hand, the Uruguayan
economy reacts in the same period to changes occurred in the rest
of the world, in the relevant region and in the variables that act as

the 0.80s are meritorious; values in the 0.70s are middling; values the 0.60s
are mediocre, values in the 0.50s are miserable, and all others are unacceptable
(Kaiser and Rice, 1974).

# It spans from 1980Q1 to 2014Q4, originally.

#2 Recall, again, that some authors do not give factors an economic inter-
pretation, rather a statistical one.

USmonetary policy normalization can be regarded as unanticipated because
its precise timing of occurrence is unknown.
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linkages between them:

Up, x 0 00 0O0O0O0O0O0O0 R,
Uy, X 00 0 00 0 0 0 0,
Upy, X X 00 0 0 0 0 0 0} ér
Upy, x x x x 0000000 Cro,
Ups, x x x x x 0 0 0 0 0 0} ¢rs,
U, |=|x x x x x x 0 0 0 0 0] & |,
Uy, x x x x x x x 0 0 0 0} s,
U, X x x x x x x x 00 0] ¢,
Uy, X X X x x X x x x 0 0] e e
u, X X X X X X X x x x 0 e,
u, XXX X XX XX XX X e,

where x stands for freely estimated parameters.
In the non-recursive scheme, the restrictions imposed* are:

Up, x 00 0 0 0 0 0 0 0 0) ¢
Ui, X 00 0 0 0 0 0 0 0] eérno,
Upy 0 x x 0 0 0 0 0 0 0 0] €,
Ups, x x 0 x 0 0 0 0 0 0 Off ér
Ups, x x x 0 x 0 0 0 0 0 0} ¢rs,
Uy =[x 0 x 0 0 x x 0 0 0 Of 6w |,
Uypy, 0 00 x 0 x 0 0 0 Ofus,
U;, 0 x x x 0 x x x 00 0] 6,
Uy, x x x x 0 x x x x 00 e,
u, 0 x x 0 0 0 x 0 x 0 e,
Uy, 00 0O0O0O0O0O0O0O0 x ey,

whichimplydifferent reactions of unobserved factorsto foreigninter-
estrates. Mumtaz and Surico (2009) identify the unobserved factors
through the upper N x38 block of the matrix A which is assumed
to be block diagonal. Here, I impose zero restrictions on some of

# In fact, they come after an optimization procedure applied on the data
itself, that is, I tested for statistical significance of the contemporanoues
effects from the Choleski factorization.
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the factor loadings. In effect, commodity prices do not seem to re-
act to contemporaneous movements of the federal funds rate but to
changes in the ten-year bond rate within the period, while foreign
demands both from the developed countries (/,) and the relevant
region (F;) react to unanticipated changes in both foreign interest
rates. There isno contemporaneous response of domestic output to
a I'FR, change because real activityseems to react through aspecific
pattern: Those three unobserved factors canalize the initial change
in US monetary policy instruments, affecting domestic interest rate
directlyand throughreal exchange rate and country-risk, and finally
reaching domestic output. Onlyreal exchange rate and countryrisk
influence each other within the same period, besides USinterestrate
and commodity prices. Country risk varies contemporanously with
10-year bond interest rate and the relevant region demand (F;). Do-
mesticinterestrate does notrespond to FFRcontemporaneously but
to other unanticipated innovations coming from the ten-year bond
rate, commodity prices, developed countries’ demand, real exchange
rateand country-risk changes. The asset prices considered here (hous-
ing prices) are percieved asanothertype of financialinvestment, and
thus they react contemporaneously to innovations stemming from
foreign interest rates, commodity prices, developed-countries de-
mand, real exchange rate, domestic interest rate and country risk.
Finally, the domesticfiscal balance doesnot seem toreact to changes
inanyofthevariables considered that take place in the same period.

4.3 Impulse-response Analysis

Oncethebaseline modelis expanded into a FAVAR model, the dynam-
ics seem more plausible because an unambiguous response of all the
observed variablesis reached, especially for domestic output. There
is a clear and statistically significant impact effect but the following
resultsare uncertain (Figure 6).

Under the recursive shock identification scheme, an increase of
one standard deviation of FFR (2.3 or 230 basis points) reduces quar-
terly output growth by 0.40% on impact but as confidence intervals
grow rather fast as time goes by, forecasts are not credible® (see Fig-

o
St

Inimpulse-response exercises, responsesare determined from the estimated
process parameters and are therefore also estimates. Generally, estimation
uncertainty is visualized by plotting together confidence intervals with
impulse-response coefficients (see Luetkepohl, 2011). If the confidence
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Figure 6
FAVAR: IMPULSE-RESPONSE FUNCTION FOR D(Y)
(10, 000 Monte Carlo replications)
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Source: BCU and author’s calculations.

ures 6 to 12). Under the non-recursive shock identification scheme,
anincrease of one standard deviation of FFR (2.3 or 230 basis points)
reduces quarterly output growth by 0.31% on impact but, again, as
confidenceintervals growrather fast as time goes by, itis not possible
to have credible forecasts. The responses of the variables when anon-
recursiveidentification of structuralshocksisapplied are pretty simi-
lartothe onesdescribedin Figures6to 12. The only differenceisthat
theyalways have asmallervalue. Thatistosay, their dynamic pathsare
the same but the actual responses are a bit lower®.

There seems to be four channels through which a one-time rise in
FFR affects real output in Uruguay. These are: the commodity price
channel (Figure 7); the aggregate demand channel (OECD countries
andrelevantregion, Figures 8and 9);and the assets channel (exchange
rate and housing prices, Figures 10 and 11). They can be outlined by
analyzing the following IRFs.

interval crosses the horizontal axis, however, the forecast can either be
positive or negative with the same probability and therefore the estimate
does not add any useful information. That is why I employ the expression
“credible forecasts”.

% The results are available upon request.
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Figure 7
FAVAR: IMPULSE-RESPONSE FUNCTION FOR F1
(10,000 Monte Carlo replications)
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Source: BCU and author’s calculations.

Once FFR rises, arbitrage makes market interest rates rise and
some financial assetsbecome interestingand commodities become
less attractive as financial investments. Figure 7 plots the evolution
of FI factor (labeled commodity pricesfactor). Onlyasignificant nega-
tive impact can be seen in response of a one-time rise in FFR in real
terms. Afterwards, thereis greatuncertaintyand nothing can be said.

Then, thedemand channelappears. Developed countries’output
declines, responding to the FFR rise and the decline in commodity
prices. This can be seen in Figure 8, where factor F2 significantly
dropsonimpact. The effect coming from the so-called regionis not
so clear. In essence, in Figure 9 no statistically significant response
isreported. That may arise from the way the F3 factoris composed,
thatis, relevantregional output (Argentina, Brazil,and Chinawhich,
except for China, havelimited linkages to the United*) and oil price.
Foreign monetary policy transmission is usually done through chang-
esinasset prices and capital flows. Atightening in foreign monetary

?” Thereare modest trade linkages between Uruguay and the United States
(only four percent of Uruguay’s exports are destined for the United
States). Indirect trade linkages are also limited: Almost 30 % of total
Uruguayan exports go to Brazil and Argentina—which also have limited
trade linkages with the United States.
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Figure 8
FAVAR: IMPULSE-RESPONSE FUNCTION FOR F2
(10,000 Monte Carlo replications)
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Figure 9
FAVAR: IMPULSE-RESPONSE FUNCTION FOR F3
(10,000 Monte Carlo replications)
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Figure 10
FAVAR: IRF FOR D(RER)
(10,000 Monte Carlo replications)
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Figure 11
FAVAR: IRF FOR D(P_HOUSE)
(10,000 Monte Carlo replications)
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Figure 12
FAVAR: IRF FOR D(PB)
(10,000 Monte Carlo replications)

0.08
0.06 1
0.04
0.02 1

0.00

-0.02 1
-0.04 A
-0.06

_0408 T T T T T T T T T 1
1 2 3 4 5 6 7 8 9 10

Source: BCU and author’s calculations.

policy usually leads to a depreciation of local currency as a conse-
quence of the greater attractiveness of foreign currency-denominat-
ed assets and capital mobility (interest rate parity), which will lead
to alocal capital exit which in turn will affect financial asset prices
(see Figures 10 and 11).

Finally, the assets channel points to a decrease in housing pric-
es once FFRrises. As inflation had been present in the Uruguayan
economy for avery long time,* economic agents in a shallow finan-
cialmarketsought hedge in otherassetssuch ashousing investment.
It can be seenthatanincrease in FFR (in real terms) lowers housing
prices (in real terms) because they lose relative value as an invest-
ment. Figure 11 shows asignificant effect until the second period.

The effect of a US monetary policy change on Uruguayan fiscal
accountsisambiguous, becauseits primarybalance could either be
0.76% better or 1.05% worse onimpact. Thissituation is never solved
and the final outcome is inconclusive.

Ontheonehand, afallin domestic output willdragincome taxes
down, increasing the fiscal deficit; on the other hand, domestic cur-
rencydepreciation may playadualrole. It willincrease debt payments

# Although several attempts to eliminate its negative effects had failed, until
a successful stabilization plan was implemented in the 1990s.
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Figure 13
THE HISTORICAL DECOMPOSITION OF THE URUGUAYAN OUTPUT
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andimported goods purchases, which willincrease the fiscal deficit
andwillalsoreduce domestic expensesinreal terms through higher
inflation, which will reduce the fiscal deficitin real terms. Thus, the
final resultis ambiguous.

4.4 Variance Decomposition Analysis

While IRF constitute a practical waytoidentify the dynamicresponses
of the Uruguayan economy to external monetary shocks, illustrat-
ing how growth in Uruguay has tended to react to different shocks,
variance decomposition, in turn, provides a quantification of the
relative importance of those variables as sources of shocks affect-
ing outputfluctuationsin Uruguay. Thusly, around 9% of domestic
output fluctuations in the first period can be explained by foreign
interestrates® (both FFRand T10) and 6% by commodity prices (F;).
Astime passes, therelativeimportance of foreign interest ratesand
regional demand are almost the same.*

The historical decomposition of the Uruguayan output growth

2 Recall that the impulse came from a rise in FFR.
% Recall that Choleski’s ordering is: FFR, T10, F1, F2, F3, rer, UBL, i_p, ,
p_h, v, pb. Results are available upon request.
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rate shows that USmonetary policyshocks have had arelativelyimpor-
tant impact on Uruguayan domestic output performance both dur-
ingrecession and during economicbooms. The estimated time series
D(y_FFRshock) plotswhat would have happened if only USmonetary
policy shocks had driven the data.

4.5 Robustness

The previous results are robust to different orderings of the shocks,
beginningalways by FFR. There is aslight change in the results, how-
ever, when country-specific risk (measured by UBI) is handled either
asan exogenous or an endogenousvariable. I prefer to considerit en-
dogenousbecauseitcanbeargued that countryrisk maybeinfluenced
byreal output performance whichin turnisaffected by foreign mon-
etary policy.” When country-specific risk is treated as exogenous, an
increase of one standard deviation of FFR (230 basis points) reduces
quarterly output growth by 0.49% onimpactbut growing confidence
intervals render future outcomes uncertain.

Impulse-response analysisis done on the FAVAR estimated equation
usingasimple recursive framework (Choleski decomposition) toiden-
tify structural shocks. Sensitivity analysis is performed by changing
the ordering of the variables, and the mainresultsremain unchanged.

Then, Iproceed tosubstitute the effective federal fundsrate (FFR)
with the Wu-Xia virtual effective federal funds rate (FFR _im)in the
FAVAR estimation. I perform impulse-response analysisand all the dy-
namicsdescribed before arefound again. Inthe newscenario, howev-
er, thereismoreuncertainty. Specifically,anincreasein one standard
deviation of FFR _im (289 basis points) could make quarterly output
growth either rise 0.34% or drop 0.60%), with a mean value of —0.14.

* Changes in international real interest rates constitute an important factor
driving portfolio capital inflows to Latin America, thus influencing busi-
ness cycles across the region (Calvo, Leiderman, and Reinhart, 1993, and
Calvo, Fernandez Arias, Reinhart, and Talvi, 2001). Low interest rates in
mature markets may lead investors there to seek higher returns in other
markets, increasing the demand for emerging marketassets. Not only does
external financing become more abundant for emerging markets, but
also the cost of borrowing declines as a consequence of the lower interest
rates in the USA. In fact, Fernandez Arias (1996) shows that country-risk
premia in emerging markets is indeed affected by international interest
rates, amplifying the interest rate cycles in mature markets (Sosa, 2012).
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Talso applied block restrictions on the FAVAR equation®in order
to prevent feedbacks from the observed domestic variables to the
foreign interest rate and the unobserved factors blocks:

% % O*
0, $,(L) 0 0 (o, |«
E = ¢21(L) ¢22(L) 0 E_l + ”,F 5
0) o, o, o0, ) |0

where Oz = (TeTt ’UBIt’ipt’pht’yz’pbt) ’ E = (EHFQN Sz) , are the factors
estimated in thefirst part. Again, the unanticipated monetary policy
shock affects the real economy by the same channels found in pre-
vious exercises in this study regardless of the foreign interest rate
used (see Figures A.1 and B.1 in Annex 2). However, when FFR _im
isused as the Federal Reserve’s monetary policy stance, the effects

on domestic variables are relatively sharper.

5. CONCLUSION

Theaim of thisstudyistoanalyze the vulnerability of the Uruguayan
economy to changes in US monetary policy by describing its linkag-
eswith otherrelevant variablesin the last 20 years. The usual way of
assessing monetary policy transmission effects —such as panel data
analysis, correlation analysis and even case studies— have not of-
fered much statistically significant evidence for Uruguay. However
itseems plausible that Uruguay, asasmall open dollarized economy
witharelativelylesssophisticated assets market, may suffer fromin-
ternational monetary policy shocks. The challenge, then, is to un-
veilthe channels through which those shocks finally affect relevant
Uruguayan variables.

Afactor-augmented vector autoregressive (FAVAR) modelisimple-
mented for the first time on a quarterly balanced Uruguayan data
set that span from 1996Q2 to 2014Q4.* This approach is preferred
toatraditional VAR because FAVAR models, beinga mixture of factor

2 A three-lag FAVAR with block restrictions was estimated as a seemingly
unrelated regression (SUR).
* Sample adjusted for lagged variables.
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modelsand VAR models, enable the researcher toincorporate more
information withoutadding morevariables and allow abetteriden-
tification of structural shocks. In this paper, FAVAR models are used
intwostages. Inthe firststage, theimpact of foreign monetary policy
is assessed on commodity prices, foreign output and regional out-
put. Inthesecondstage, the effects onreal exchange rate, domestic
assets (as housing prices) and domestic output are analyzed.

While IRF constitute a practical way to identify the dynamic re-
sponses of the Uruguayan economy to external monetary shocks,
illustrating how growth in Uruguay has tended toreact to different
shocks, variance decomposition, in turn, provides a quantification
ofthe relative importance of those variables as sources of shocks af-
fecting output fluctuations in Uruguay. Historical decomposition
helps to assess the relative importance of foreign monetary policy
shocks in the Uruguayan economy.

According to the exercises conducted in this investigation, Uru-
guay seems to be reachable. Arise of 230 basis points in the federal
funds rate (in real terms) drops Uruguayan output growth rate by
0.4% at once; nevertheless, what happens afterwards is uncertain.
These results onlysuggest the need to delve deep into the transmis-
sionmechanism ofa particularshockbearingin mind that VAR anal-
ysis should be complemented with other approaches.

No formal test for structural breaks were perfomed despite the
presence of breaks in individual time series. Stationarity of the es-
timated FAVAR model may suggest co-breaking, though. Finally, an
important limitation of this study is the time span considered. Fu-
tureresearch onthistopicshouldinclude abroader datasetto apply
adynamicfactormodel, analyze possible breaks and nonlinearities.
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Annex 2. Figures

Figure A.1

IMPULSE-RESPONSE FUNCTIONS, FAVAR WITH BLOCK RESTRICTIONS

FFR AS THE FEDERAL RESERVE’S MONETARY POLICY STANCE
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Figure A.1 (cont.)
IMPULSE-RESPONSE FUNCTIONS, FAVAR WITH BLOCK RESTRICTIONS

FFR AS THE FEDERAL RESERVE’S MONETARY POLICY STANCE
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Figure A.1 (cont.)
IMPULSE-RESPONSE FUNCTIONS, FAVAR WITH BLOCK RESTRICTIONS

FFR AS THE FEDERAL RESERVE’S MONETARY POLICY STANCE
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Figure B.1 (cont.)
IMPULSE-RESPONSE FUNCTIONS, FAVAR WITH BLOCK RESTRICTIONS

FFR_IM AS THE FEDERAL RESERVE’S MONETARY POLICY STANCE
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Figure B.1 (cont.)

IMPULSE-RESPONSE FUNCTIONS, FAVAR WITH BLOCK RESTRICTIONS

FFR_IM AS THE FEDERAL RESERVE’S MONETARY POLICY STANCE
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Figure B.1 (cont.)
IMPULSE-RESPONSE FUNCTIONS, FAVAR WITH BLOCK RESTRICTIONS

FFR_IM AS THE FEDERAL RESERVE'S MONETARY POLICY STANCE
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