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Prologue 

In 2005, the Board of Governors of CEMLA, at the request of the president 
at that time, Martin Redrado, took the decision to encourage joint re-
search activities among the Center’s member central banks in order to 
bolster economic research on topics of mutual interest and leverage col-
laboration. Thus, in July of that same year the heads of studies at the cen-
tral banks on the Steering Committee of CEMLA’s Central Bank Research-
ers Network met to analyze the best way to implement a joint research 
program. After reviewing the projects being carried out at each central 
bank on the Committee, they identified the topics of interest that could 
be addressed by employing a common methodology. It was also suggested 
that these papers be presented at the annual meetings of the Researchers 
Network and published in a special book. The proposal was formally ap-
proved in October 2005 under the framework of the X Meeting of CEMLA’s 
Researchers Network. The terms of reference for the first joint research 
project were elaborated in 2006, leading to publication of the first book in 
2008 entitled Estimating and Using Unobservable Variables in the Region. 

Since then, CEMLA has encouraged annual joint research projects 
among its members. Research topics are selected by the heads of studies at 
central banks on the Researchers Network Steering Committee. Mean-
while, representatives from participating central banks act voluntarily as 
coordinators for each of these projects.  

Under this context, in 2009 a joint research project named Inflation 
Dynamics, Persistence, and Prices and Wages Formation was carried out. 
The importance of this topic is plain to see: a proper understanding of in-
flation dynamics is essential for modeling and formulating monetary 
policy.  

The articles were divided into three topics: i) inflation persistence; ii) 
price formation; and iii) wage rigidities. Regarding the first of these, the 
book includes six papers focusing on identifying general changes in infla-
tion trends, as well as on the degree of inflation persistence. The second 
topic brings together four papers studying price formation from a macro-
economic viewpoint, using direct surveys of producers, or calculations of 
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frequency and duration using microdata from consumer price indexes or 
retail points of sale. After analyzing this information, the authors identify 
the general behavior of producers for setting prices and changes resulting 
from inflation shocks. The book ends with two articles on wage rigidities, 
which are also taken from a macroeconomic standpoint. The researchers 
use individual surveys and surveys aggregated by the type of firm or busi-
ness sector. This information allows them to identify some relations be-
tween wage levels (and their rigidity –degree and direction–) and the av-
erage age of workers, the type of firm and the state of the economy, 
among other factors, in order to obtain information for supporting eco-
nomic policy decision-making.  

Although these topics have been extensively analyzed in recent years, 
in the case of Latin America work had been focused on certain economies 
of the region and had not made efforts to analyze them under the frame-
work of a common effort. The 12 articles included in this book were writ-
ten by researchers from Argentina, Brazil, Chile, Colombia, Costa Rica, 
Mexico, Uruguay and Venezuela. We would like to thank them for their 
interest and enthusiasm in developing the joint research, which, we are 
sure, will be extremely useful for those interested in the topic from both 
inside and outside our region.  

Javier E. Guzmán Calafell 
General Director, CEMLA 

January 2013 



 iii 

COORDINATORS OF SUB-TOPICS 

The sub-topics of this joint research project were coordinated by Laura 
D’Amato (inflation persistence); Enrique López Enciso (price for-
mation); and María Teresa Ramírez Giraldo (wage rigidities). Below are 
brief biographies of these three coordinators and coeditors of this publi-
cation.  

Laura D’Amato 

Deputy head of Economic Research at the Banco Central de la República 
Argentina (BCRA) since December 2005. Prior to this she worked as senior 
analyst in said area and as an analyst in the Monetary Studies Department 
and the International Reserves Management Department of the BCRA.  

She received a PhD in Economics from the Universidad Nacional de 
La Plata and has a Master’s degree in Public Policies from the Universidad 
Torcuato Di Tella. She obtained a bachelor’s degree in Economics from 
the Universidad de Buenos Aries.  

Her current Economic Research responsibilities include coordinating 
and managing research projects; carrying out studies in the area of mone-
tary economics, macroeconomics and banking and financial economics; 
and developing macroeconomic forecasting models. 

Laura D’Amato has published articles in various regional and interna-
tional academic journals on monetary economics, macroeconomic and 
microeconomic banking topics, among others: “Prudential regulations, 
restructuring and competition: the case of the Argentine banking indus-
try” (in collaboration), in Research in Banking and Finance, Vol. 1, 2000; 
“On the kindness of strangers?: The impact of foreign entry on domestic 
banks in Argentina (in collaboration), in “The Internationalization of fi-
nancial Services”, S. Claeesens and M. Jansen editors, The World Bank, 
Kluwer Law International; “The Argentine Banking and Exchange Crisis of 
2001: Can we Learn Something New About Financial Crisis?” (in collabo-
ration), in Money Affairs, CEMLA, XVI, 2003; “Understanding the money-
prices relationship under low and high inflation regimes: Argentina 1977-
2006” (in collaboration), in Journal of International Money and Finance, Vol. 
28, 2009; and “Using the Flow of High Frequency Information for Short 
Term Forecasting of Economic Activity in Argentina” (in collaboration), 
in Ensayos Económicos, BCRA, Vol. 1(64), 2011.   
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She is also a professor of Macroeconomics, and Economics and Mone-
tary Policy topics in the Economics Faculty of the Universidad de Buenos 
Aires. 

Enrique López Enciso 

Senior researcher in the Research Unit of the Banco de la República and 
advisor to the Programming and Inflation Department at said institution. 
He graduated as an economist from the Universidad Nacional de Colom-
bia with a prize-winning thesis entitled Investigación y Cambio Tecnológi-
co en la Agricultura Colombiana. He made specialized studies in Paris at 
the School for Advanced Studies in the Social Sciences (Ensae), the 
School for Higher Education (École normale supérieure, ENS) and the 
Graduate School of Economics, Statistics and Finance (Ensae), where he 
obtained a diploma in advanced studies (DEA) in Economic Analysis and 
Policy. He participated as an advisor on the Misión de Estudios del Sector 
Agropecuario and the Consejo Superior de Comercio Exterior. He is co-
author and author of several books including: Estrategia industrial e in-
serción internacional (Fescol, 1992); Estrategia industrial e inserción in-
ternacional (Fescol, 1992); La academia y el sector rural (CID-Universidad 
Nacional, 2004); La agricultura colombiana en el siglo XX (FCE-Banco de 
la República, 2006); Economía Colombiana del siglo XX: Un análisis cuan-
titativo, edited by Miguel Urrutia and James Robinson (FCE-Banco de la 
República, 2007); Estimating and using non-observable variables in the 
region, Joint Research Program (CEMLA, 2008); Nueva Historia Económi-
ca de Colombia (Universidad de Bogotá, Jorge Tadeo Lozano y Taurus, 
2010); Mecanismos de Transmisión de la Política Monetaria en Colombia, 
edited by Lavan Mahadeva and Munir Jalil (Banco de la República and 
Universidad Externado de Colombia, 2011); The Colombian Economy in 
the 20th Century: A Quantitative Analysis ( Harvard University, David Ro-
ckefeller Center Series on Latin American Studies, 2011); Formación de 
precios y salarios en la economía colombiana (Banco de la República, 
2012). In light of his work as a researcher he was awarded an Honorific 
Mention by the Alejandro Angel Escobar Foundation in 2005, and won 
first and second place in the competitions held by the Banco de Guate-
mala in 2009 and 1999. He has had various articles on sectorial and mac-
roeconomic topics published in national and international journals. He 
was a professor in the Macroeconomic and Monetary Policy area at the 



 v 

Universidad Externado de Colombia and Universidad Externado de 
Javeriana. He is currently associate professor in the macroeconomics area 
of the Faculty of Economic Sciences of the Universidad Nacional de Co-
lombia. 

María Teresa Ramírez  

Economist at the Universidad de los Andes in Bogotá, with master’s de-
grees in Economics from the Universidad de los Andes and the University 
of Illinois at Urbana- Champaign, and a PhD in Economics from the Uni-
versity of Illinois. María Teresa Ramírez currently works as senior re-
searcher in the Researchers Unit of the Banco de la República. Her re-
search work has mainly been focused on economic growth, labor 
economics and economic history. She is the author of various articles pub-
lished in books and national and international journals, and the editor of 
academic books and journals.  

Among her publications it is important to mention: Wage Adjustment 
Practices and the Link Between Price and Wages: Survey Evidence from 
Colombian Firms (Lecturas de Economía, 2012); ¿Son los salarios rígidos en 
Colombia?: Análisis empírico con base en salarios a nivel de firma (Mone-
taria, CEMLA, 2011); Incrementos y rigideces de los salarios en Colombia: 
Un estudio a partir de una encuesta a nivel de firma (Revista de Economía 
del Rosario, 2011); Depressions in the Colombian Economic Growth dur-
ing the XX Century: A Markov Switching Regime Model (Banco de la 
República, 2005); Spatial Dependence and Economic Growth: Evidence 
from a Panel of Countries (Banco de la República, 2002); Long Run In-
come and Price Elasticities of Demand for Colombian Non Traditional 
Exports: a Multivariate Cointegration Framework (Applied Economics, 
2004); Institutions, Infrastructure and Economic Growth (Journal of Devel-
opment Economics, 2004); and Los ferrocarriles y su impacto sobre la 
economía colombiana (Revista de Historia Económica-Journal of Iberian and 
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Introduction 

Laura D’Amato 

This book brings together a number of studies which are part of a joint re-
search agenda carried out by several central banks in the region within the 
framework of the CEMLA’s Central Banks Researchers Network. The re-
search aims at enhancing our knowledge about inflation persistence of in-
flation and price formation in our countries. These issues have been cen-
tral to the research agenda of both macroeconomists and central banks in 
the last few years on two grounds. On the one hand, the downward trend 
in inflation recorded in developed and emerging economies in the last 
decade of the 20th century and the first decade of the 21st century might 
have caused sustantial changes in inflation dynamics, which lead to a revi-
sion of the notion of inflation as a highly persistent process.1 On the other 
hand, the widespread use of macroeconomic models based on assump-
tions of nominal rigidity raised the need to corroborate the support of 
these assumptions on an empirical basis.  

Part I comprises six studies which focus on the analysis and measure-
ment of inflation persistence following different methods.  

From an intuitive perspective, persistence stands for the speed at 
which a variable returns to its trend or long-run value after a shock. Dur-
ing many decades, inflation was considered a highly persistent process. 
From a policy perspective the immediate consequence of this feature of 
inflation is a high sacrifice ratio in terms of percentage points of unem-
ployment required to curtail inflation, if inflation returns slowly to its 
trend value. This was reflected in the first versions of the Phillips curve 

 
1 See in this respect Cogley and Sargent (2005), Cogley, Primicieri and Sargent (2009), 

Stock and Watson (2007), Cogley and Sbordone (2008), Angeloni et al. (2006) and Levin 
and Pigier (2004), among others. 
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which included an inertial component as a proxy for adaptative expecta-
tions based on a nominal rigidity pattern.  

The modeling of inflation as an inertial process was challenged by ra-
tional expectations (RE) models. During the 1980s, Taylor (1982), Rotem-
berg (1982 and 1983), and Calvo (1983), among others, developed price 
formation RE models with price-level stickiness, in an attempt to reconcili-
ate the theory with the observed behavior of the time series. During the 
1990s, Furher and Moore (1995) showed that these models implied a de-
gree of persistence much lower than that present in the data, making 
clear that further research was required to get a better understanding of 
inflation dynamics and different sources of persistence and in particular, 
it was relevant to disentangle intrinsic inflation persistence, which may 
derive from a price formation process from that derived from the dynam-
ics of the GDP and from monetary policy itself.  

As noted by Furher (2011), it is worth striking the difference between 
reduced-form persistence, which stands for an empirical property of the in-
flation time series, and the structural persistence of inflation which arises 
from identifiable macroeconomic sources, such as the behavior of GDP or 
monetary policy. Recently, the empirical research has focused on the rela-
tion between macroeconomic sources of inflation persistence, and the 
time series properties of inflation. Such evidence shows, to a significant 
extent, that reduced-form persistence has fallen in recent years in line with 
the adoption of regimes that –focused on inflation anchoring– managed 
to shrink persistence on a substantial and permanent basis.2 Such evi-
dence implicitly suggests that the long-run or trend inflation is not neces-
sarily constant and that its value may be related to changes in the central 
bank policy function.  

Based on this evidence, Cogley and Sbordone (2008) study inflation 
persistence assuming that long-run inflation is not constant but rather has 
a trend. Furthermore, Cogley and Sargent (2005), and Cogley, Primicieri 
and Sargent (2010) study inflation dynamics using models with variable 
coefficients that assume learning rather than rational expectations, in 
which the value of long-run inflation is subject to change. Cogley and Sar-
gent (2005) find a high positive correlation between inflation persistence 
and trend inflation for the United States. They further corroborate that 
the persistence of inflation fell once the Federal Reserve adopted a more 
active policy to maintain inflation under control by the mid 1980s.  

 
2 See in this regard Levin and Pigier (2004) and Benati (2008). 



L. D’Amato 

 5

Part I comprises six studies that focus on the analysis and measure-
ment of inflation persistence, providing a rich empirical evidence on the 
dynamics of inflation in the region. Some papers use different methodol-
ogies to assess the presence of changes in trend inflation and measure in-
flation persistence. In others, regime switching models are developed to 
identify regime changes and measure inflation persistence. Finally, one of 
them studies the transmission of common shocks to aggregate inflation 
through the dynamics of sectorial inflation rates. A common finding 
across almost all the studies is the presence of breaks in trend inflation 
and the reduction of persistence that came along with the lowering of in-
flation in the region in the 1990s and 2000s. Table 1 sums up the findings 
of the six studies concerned with inflation dynamics in the region.  

Castagnino and D’Amato analyze inflation dynamics in Argentina and 
the United States over the period ranging from 1960 to 2006. Using a dy-
namic factor model and frequency domain analysis they study the trans-
mission of aggregate shocks to inflation based on sectorial inflation dy-
namics. They find that the impact of aggregate shocks translates into an 
increase of the comovement of sectorial inflation rates, but their inci-
dence depends on the inflationary environment. When inflation is high 
shocks lead to strong comovements among sectorial inflation which tend 
to perpetuate; where inflation is low, the adjustment of relative prices 
prevails over the comovements, shocks rapidly dissipating.  

In the case of Costa Rica, Carlos Chaverri Morales and Carlos Torres 
Gutiérrez study the presence of structural breaks in inflation and its rela-
tion with persistence. They find that, in the case of Costa Rica, inflation 
persistence is sharply reduced when evaluated in terms of the deviations 
from a changing mean. They attribute their findings to the high weight of 
a long-lasting period of low inflation exhibited in their sample. Indeed, 
the assessment of inflation persistence over the latest period (1997-2009) 
reveals that the estimated persistence is higher. They further evaluate the 
level of inflation persistence in terms of the mean duration of shocks.  

D’Amato and Garegnani study inflation persistence in Argentina over 
a long period of time: 1961- 2006. They analyze the relation between 
changes in the mean of inflation and its autoregressive component and 
changes in the monetary regime. By using tests for multiple structural 
breaks and recursive estimation they identify changes in trend inflation 
that coincide with regime changes. They find that in Argentina inflation 
was a highly persistent process during the 1970s and 1980s, close to a 
random walk. On the contrary, persistence fell dramatically when inflation  
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TABLE 1. INFLATION PERSISTENCE 

Study Country Sample Methodology Persistence Comments 

D’Amato – 
Garegnani 
 
 

Argentina  
 
 
 

1960-
2006 

 
 

Evaluate changes in mean 
and estimate persistence 
with constant and chang-
ing mean 

Constant mean:  
 = 0.78                      
Non-constant 
mean  = 0.31 

Persistence de-
creases along 
with the lowering 
of inflation 

Castagnino– 
D’Amato 
 
 
 
 
 

Argentina 
and the USA 
 
 
 
 
 

1960-
2006 

 
 
 
 
 

Study the transmission of 
aggregate shocks to infla-
tion focusing on the dy-
namics of sectoral infla-
tion rates: Frequency do-
main analyisis and factor 
model 

High inflation in-
duces a general-
ized comovement 
among sectoral in-
flation rates that 
persists over time 
 

 

Echavarría - 
López - 
Misas  
 

Colombia 
 
 
 

1990-
2010 

 
 

Regime switching  
model 
 
 

Inflation:  be-
tween 0.336 and 
0.226         Infla-
tion gap:  = 0.88   

Do not find 
changes in persis-
tence across re-
gimes 

Echavarría - 
Rodíguez – 
Rojas 
 
 
 
 
 
 

Colombia 
 
 
 
 
 
 
 
 

1979-
2010 

 
 
 
 
 
 
 

Unobserved components 
model 
 
 
 
 
 
 
 

Evaluated using 
impulse response 
func-
tions:persistence 
increases between 
1979-1989 and 
1989-1999 and de-
creases between 
1999 and 2010   

Chaverri 
Morales - 
Torres 
Gutiérrez 
 
 
 
 
 
 
 

Costa Rica 
 
 
 
 
 
 
 
 
 
 

1953-
2009 

 
 
 
 
 
 
 
 
 

Evaluate changes in mean 
and estimate persistence 
with constant and chang-
ing mean. Also estimate 
persistence through the 
mean life of shocks 
 
 
 
 
 

Constant mean: 
 = 0.78                      
Non-constant 
mean  = 0.31   
 
 
 
 
 
 
 

Results biased 
toward low infla-
tion due to the 
high weigth of a 
low inflation pe-
riod within the 
sample: Increases 
to 0.31 (for the 
period 1997-2009 
and with a chang-
ing mean)  

Oliveira – 
Petrassi 
 
 
 
 
 

23 devel-
oped and 17 
underde-
veloped 
countries 
 
 

From 
1995 

onwards
 
 
 
 

Estimate reduced form 
inflation models: AR(p) 
models, New Keynesian 
hybrid Phillips curve,  
and an inflation reduced-
form model with wage  
rigidity 

Reduced and sta-
ble persistence in 
general and lower 
for developed 
economies 
 
 

Persistence is 
lower in those 
economies that 
experienced hy-
perinflation in 
the recent past  
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sharply decreased in the early 1990s. With the introduction of the man-
aged floating exchange rate scheme in 2002, inflation persistence slightly 
increased. Their findings corroborate the relevance of assessing structural 
breaks for modeling inflation dynamics and, particularly, for estimating 
its persistence. Their results also indicate that persistence, in the case of 
Argentina, is not inherent to inflation but dependent on the monetary re-
gime.  

Juan Echavarría, Norberto Rodríguez and Eduardo Rojas study infla-
tion persistence in Colombia over a long period: 1979-2010. They estimate 
an unobserved component model for inflation that allows for regime 
changes and use it to estimate the persistence of the inflation-gap. They 
identify statistically significant changes in the persistence of inflation 
which, defined in terms of impulse-response functions increased between 
1979 and 1989 and between 1989 and 1999, to then decrease to its lowest 
level during the 1999-2010 period with the adoption of inflation targeting 
in 1999.  

Juan Echavarría, Enrique López and Martha Misas also study inflation 
persistence in Colombia over the period ranging from 1990 to 2010 by us-
ing a regime change model for both inflation and the inflation gap, bear-
ing in mind, as suggested by Cogley, Primicieri and Sargent (2010), that 
the persistence of inflation could be caused by the persistence of the 
monetary authority’s inflation target. Even though, they find evidence 
that inflation went down and became less volatile as from the adoption of 
an inflation targeting regime in 1999, they cannot account for a statistical-
ly significant reduction in the persistence of inflation.  

Finally, Fernando Olivera and Myrian Petrassi estimate inflation per-
sistence in several industrial and emerging countries since 1995 onwards 
using different reduced-form models of inflation: autoregressive models, a 
New Keynesian Phillips curve and a reduced-form inflation model with wage 
rigidity. Their findings reveal that the persistence of inflation has been 
reduced and remains stable in both groups of countries in the recent past, 
being lower in industrial economies.  
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Regimes and Underlying Inflation Dynamics: 
Generalized Comovement or Relative Price 

Adjustment? 

Tomás Castagnino and Laura D’Amato* 

1. INTRODUCTION 

Inflation is usually defined as a generalized and persistent increase in the 
price level. The scope of this notion seems to be restricted to à la Cagan 
high inflations of a monetary origin, in which absolute price adjustment 
prevails. It is not obvious, however, that inflation dynamics is always dom-
inated by a strong comovement in sectoral prices, or that absolute price 
changes prevail over relative price adjustments. Even more, according to 
the empirical evidence in the literature (see Reis and Watson, 2007) in 
normal times, when inflation remains at relatively low levels, temporary 
movements in relative prices account for a high portion of inflation varia-
bility, because inflation does not follow a trend but has instead erratic 
movements that on average tend to cancel out. Under high inflation, the 
presence of a trend in aggregate inflation would reflect a higher im-
portance of the common component in price variations. That is, more 
comovement in price adjustments, which not necessarily implies the ab-
sence of persistent or medium-term relative price adjustments under 
 

* Banco Central de la República Argentina (BCRA). The authors thank Daniel Hey-
mann, Sebastián Katz, Andrew Levin and George McCandless for their valuable comments 
on different versions of this paper, as well as all the comments and suggestions received at 
the XII Meeting of CEMLA’s Researchers Network, at Banco de España, Madrid, November 
5-7, 2007 the XLIII AAEP Annual Meeting, in November 19-21, 2008 and the 2010 LACEA 
Meeting. The opinions expressed here are of the authors and do not necessarily reflect 
those of the BCRA. 
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high-inflation contexts (Reis and Watson, 2007, and Castagnino and 
D’Amato, 2008). 

Inflation is the result of multiple price decisions in response to chang-
es in costs of production, demand conditions and economic policy sig-
nals. The type of response to these impulses depends on the environment 
in which agents make their price decisions. Inflation dynamics is, in this 
sense, regime specific since it depends on the way that economic policy, in 
general, and monetary policy, in particular, operate. 

The dependence of inflation dynamics on the monetary regime was 
first noted by Fisher (1982), who emphasized that loose monetary policies 
could have perpetuated the effects of supply shocks in the United States 
case during the 1970s. More recently, Ball and Mankiw (1995) also dis-
cussed how sectoral price adjustment distribution could be influenced by 
the inflationary environment. 

However, the notion of regime has remained fairly vague in the litera-
ture probably because it is an unobservable related to institutional factors 
that define a framework for the interactions between economic policy and 
private agents, influencing their expectations and decision-making. We 
begin by identifying regimes based on the outcomes of these interactions. 
In particular, we assume that the trend inflation prevailing in an economy 
can be considered as a proxy for the prevailing monetary regime.1 From 
an empirical perspective, the recent empirical literature on inflation per-
sistence provides evidence that changes in trend inflation are associated 
to changes on the monetary regime.2 

However, the use of trend inflation as a criterion to identify regimes 
leaves aside an important feature of inflation behavior: The sectoral price 
adjustment dynamics behind a given trend inflation. On the one hand, in 
terms of the underlying relative price dynamics, a regime may precede its 
manifestation when a shock occurs. On the other hand, the prevalent dy-
namics is not necessarily the same in the different economies. In small 
open economies, frequently subject to external disequilibria, macroeco-
nomic policy itself may be an important source of relative price variability, 
usually through currency devaluations that aim at correcting disequilibria 
in the real exchange rate. In this regard, the tradable-non tradable price 
 

1 See in this respect Kiley (2006), Blake and Fernández-Corugedo (2006), and Ascari 
and Ropele (2007), among others. 

2 See, for example, Levin and Pigier (2004), Altissimo et al., Mojon and Zaffaroni 
(2004), Altissimo et al. (2006) and Angeloni et al. (2006) and D’Amato et al. (2007) for the 
Argentine case. 
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dynamics can be relevant to explain inflation behavior in emerging coun-
tries, unlike industrial economies where the shocks to energy and food 
prices seem to prevail. In both cases, it is interesting to study how the pass-
through of aggregate shocks of different nature to inflation may change in 
terms of its generalization and persistence, depending on the inflationary 
environment. 

We study inflation dynamics and its relation with the monetary regime 
in Argentina and the United States over the last 50 years. Over this period 
both countries experienced high, moderate and low inflation. The differ-
ences in size and development between both economies are quite signifi-
cant, as well as the in the type of aggregate shock to which they were typi-
cally subject to. In the United States, shocks to energy and food prices hit 
the economy in the 1970s and 1980s, while in Argentina, policy shocks, 
usually in the form of exchange rate adjustment aiming at correcting ex-
ternal imbalances or stabilizing inflation, prevailed. 

Our purpose is to study to what extent inflation dynamics may change 
depending on the inflationary environment and the nature of shocks. In 
Section 2 we identify regimes using the Bai-Perron test (2003). In Section 
3, we characterize regimes by studying the differences in the comovement 
induced by aggregate shocks to sectoral inflation rates under different in-
flationary environments. In Section 4, we use frequency-domain analysis 
to identify sectoral patterns in the responses to aggregate shocks. Finally, 
Section 5 concludes. 

2. INFLATION REGIMES: A FIRST APPROXIMATION  
USING THE BAI-PERRON TEST 

We identify regime changes trough breaks in trend inflation, which in this 
context is considered a proxy of the regime, using the Bai-Perron test. In 
Table 1 we present the trend inflation rates corresponding to the differ-
ent regimes identified in Argentina and the USA. 

In the case of the USA, we identify a low inflation regime between 1961 
and 1967, a moderate inflation regime between 1967 and 1972, and one 
of high inflation between 1974 and 1981. As stressed by De Long (1995) 
and Sargent (1999), the persistent intends by policy makers to exploit the 
inflation-unemployment trade-off over these years created an inflationary 
environment, in which the successive oil shocks that hit industrialized 
economies between 1974 and 1981, led to a high trend inflation in the 
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USA.3 This period was followed by a disinflation between 1982 and 1990 
under Volker’s administration of the Federal Reserve. The last period, 
1991-2007, can be considered as a low inflation regime in which the Fed 
was successful in maintaining inflation under control, despite the shocks 
to food and energy prices that prevailed since 1999. 

TABLE 1. MONETARY REGIMES AND TREND INFLATION: ARGENTINA AND UNITED STATES, 
1960-2007 

Argentina United States 

Regime Monthly CPI inflation 
(mean) 

Regime Monthly CPI inflation 
(mean) 

Moderate inflation 
1961m01-1974m12 

2.09 Low inflation 
1960m01-1966m12 

0.13 

High inflation 
1976m07-1982m06 

6.08 Moderate inflation 
1967m01-1972m12 

0.32 

Very high inflation 
1982m07-1988m06 

9.74 High inflation 
1974m01-1981m12 

0.47 

Low inflation 
1993m01-2001m12 

0.04 Disinflation 
1982m01-1990m12 

0.32 

Low-moderate inflation 
2003m01-2006m12 

0.67 Low inflation 
1991m01-2007m12 

0.18 

In Argentina, regime changes frequently appear associated to i) sharp 
devaluations of the currency, following an external or financial crises or 
ii) the implementation of stabilization programs based on the use of the 
nominal exchange rate as an anchor for inflation. We identify a moderate 
inflation regime between 1961 and 1974, a high inflation period between 
1976 and 1981 and a very high inflation regime between 1982 and 1988. 
This last regime ended up in two hyperinflationary episodes in 1989 and 
1990. Leaving aside both, the hyperinflations episodes and the disinfla-
tion following the implementation of a currency board regime known as 
the Convertibilidad (the period between 1991m4 and 1992m12), we identi-
fy a low inflation regime between 1993 and 2006. When this last period is 
considered separately, it is possible to identify two regimes: one of very 
low inflation corresponding to the Convertibility regime (1993-2001) and 
a moderate-low inflation period between 2003 and 2006, after a sharp de-
valuation of the currency in 2002 and the adoption of a managed float. 

 
3 We deliberately exclude the observations corresponding to 1973 from the high infla-

tion period, due to the strong impact of the first oil stock that took place on this year on 
the dynamics of USA inflation, what could distort the results for this period.  
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A salient feature of Table 1 is the sharp difference in trend inflation 
between Argentina and the United States, especially in the moderate and 
high inflation regimes. It is also worth noting that trend inflation in the 
low inflation regime in Argentina is considerably lower than that of the 
United States (0.04% vs. 0.18%), that can be explained by the fact that Ar-
gentina experienced a deflation during part of this period, whereas in the 
USA inflation does not follow any trend. This suggests that the underlying 
inflation dynamics could be different between this two economies.  

Although both economies are very different in size and economic de-
velopment, what shows up in the very different composition of their con-
sumption baskets, the comparison between Argentina and the United 
States is especially interesting because of the different nature of the 
shocks that contributed to explain inflation dynamics in both countries: 
In the United States, the shocks to food and energy prices have been an 
important source of innovations to the inflation rate while in Argentina, 
as in other emerging economies, policy shocks seem to have prevailed. 

Table 2 clearly illustrates such difference by comparing food and en-
ergy CPI inflation versus non-food and energy CPI inflation across the dif-
ferent regimes in both countries. In the USA, food and energy inflation 
exceeds non-food and energy inflation in both high and low inflation re-
gimes, when shocks to these items occur. Instead, in Argentina, inflation 
dynamics could hardly be explained by those shocks. The dimension of 
the inflationary phenomenon suggests that other forces, probably of do-
mestic origin, must explain the very high inflation rates observed in those 
years and their further decline. 

TABLE 2. INFLATION: FOOD AND ENERGY, AND OTHERS COMPONENTS IN ARGENTINA 
AND UNITED STATES, 1960-2007 

Argentina  United States 

Regime Food and energy 
(%) 

Others 
(%) 

 Regime Food and energy 
(%) 

Others 
(%) 

Moderate inflation 
1961m01-1974m12 

1.99 2.14  Low inflation 
1960m01-1966m12 

0.12 0.14 

High inflation 
1976m07-1982m06 

6.11 6.04  Moderate inflation 
1967m01-1972m12 

0.28 0.34 

Very high inflation 
1982m07-1988m06 

9.58 9.81  High inflation 
1974m01-1981m12 

0.51 0.45 

Low inflation 
1993m01-2001m12 

0.02 0.04  Disinflation 
1982m01-1990m12 

0.26 0.33 

Low-moderate inflation 
2003m01-2006m12 

0.54 0.72  Low inflation 
1991m01-2007m12 

0.22 0.16 
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3. INFLATION REGIMES AND COMOVEMENT 

Inflation regimes can also be described by the pass-through of shocks to 
the inflation rate and also by the predominance of some sort of aggregate 
shock. For example, in a high inflation environment, such as it was the 
case of Argentina by the end of the 1980s, the behavior of money and 
prices should be mostly driven by inflation expectations. In this environ-
ment, a strong comovement in sectoral inflations should prevail. On the 
contrary, in low inflation environments, idiosyncratic price movements 
should predominate, with scarce trend comovement across sectoral infla-
tion rates. This suggests that sectoral responses to shocks may differ, de-
pending on the regime and also on the predominant type of shock. 

To look into these differences, we consider a measure of the joint re-
sponse of sectoral inflations to aggregate shocks, given by the portion of 
the joint variance of sectoral inflation rates explained by the first principal 
component of CPI inflation.4 A high portion of these variance explained 
by the first component indicates a high comovement in sectoral inflation 
rates. We expect the occurrence of aggregate shocks to induce a higher 
comovement, resulting in an increase in the variance explained by the 
first principal component. Our intuition suggests that the persistence of 
the comovement induced by the shocks may vary according to the infla-
tionary environment. 

The cross-plots in Figure 1 show the relation between trend inflation 
and the portion of variance explained by the first principal component of 
inflation for Argentina and the United States. Though the differences in 
the magnitude of trend inflation between Argentina and the United States 
under high inflation are quite significant, as it is also the case for the por-
tion explained by the first principal component, a common feature of 
both economies is that as trend inflation increases, the portion of variance 
explained by the first principal component also increases, reflecting an 
growing comovement across sectoral inflation rates. Thus, it seems that in 
high inflation environments the comovement across sectoral inflations is 
high and tends to prevail over idiosyncratic movements.  

To study the pass-through of aggregate shocks to the sectoral inflation 
rates and the degree of comovement they create under different envi-
ronments, we construct three estimators: i) a recursive estimator whose  
 

4 See Appendix 1 for a detailed description of the sectoral CPI inflation series used for 
the cases of Argentina and the United States, and Appendix 2 for a description of the 
methodology employed to estimate the common shocks. 
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calculation starts a year before the initial observation of the sample which 
is recalculated as more observations are added, ii) a four-year rolling win-
dow and iii) a one-year rolling window. 

Figures 2 to 5 show the evolution of the inflation rate in the different 
regimes, together with the three estimators of the common shocks. 

As can be seen from the Figures 2-5, the one-year rolling window al-
lows identifying shocks of such magnitude as to generate a strong 
comovement, even temporarily. These shocks reflect in peaks in the variance  
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explained by the first principal component, giving evidence of a general-
ized comovement in sectoral inflation rates. This seems to be consistent 
with the arguments of Sheshinski and Weiss (1977) and Dotsey et al. 
(1999), who suggest that sudden and significant changes in market condi-
tions generate coordination in price adjustments. 

When identifying the events related to these peaks, the sources of 
comovement are quite different between the two economies: In the 
United States, there is a clear predominance of shocks to food and energy 
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prices as main source of inflation variability (see the peaks in 1973, 1979, 
1987, 1991, 1999, 2001, 2004 and 2007).5,6 

In Argentina the peaks are clearly related to depreciation episodes, 
usually preceded by periods or real appreciation of the currency as in 
1961, 1964, 1966, 1969, 1971, and 1975. 

The recursive estimation and the four-year rolling window reveal the 
differences across regimes in terms of the persistence of the comovement 
induced by aggregate shocks on the sectoral inflation rates. In the United 
States the shocks to energy prices predominate as a source of inflation var-
iability in both regimes (high and low inflation), but their impact under 
high inflation was clearly persistent, as shown by the recursive estimation 
of the variance explained by the first principal component. On the con-
trary, under low inflation, the oil price increase in 1999 and the subse-
quent shocks to energy and food prices seem to have had only a tempo-
rary effect on inflation. In other words, unlike the high inflation regime, 
in the recent low inflation regime these shocks have only caused a tempo-
rary comovement in sectoral inflation rates. 

 
5 See in this respect De Gregorio et al. (2007). 
6 A peak of great magnitude can also be observed in 1964, which could be associated 

to the beginning of the Vietnam War. The following peak, in 1971, corresponds to the 
moment when the United States announced the abandonment of the gold standard. 
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In the case of Argentina, we can clearly see how the transition towards 
a higher trend inflation comes together with an increasing persistence of 
the comovement among the sectoral inflation rates driven by aggregate 
shocks (see Figure 2). Likewise, in a low and stable inflation environment 
as from the adoption of the Convertibility regime, the aggregate shocks 
seem to have had a more transitory effect on inflation (see Figure 3). 

Shocks to the exchange rate prevailed in Argentina during the mod-
erate and high inflation regimes. Their impact seems to have been quite 
transitory under the moderate inflation regime and more long-lasting un-
der high inflation. In 1975, the Rodrigazo inflationary episode, which re-
sulted in a change of regime in terms of the trend inflation (see Table 1), 
had a permanent effect on inflation dynamics in terms of the portion of 
the variance explained by the first principal component, which increased 
from 20% to over 40% remaining at around that level for a long period. 
An unstable money demand governed by inflation expectations and a per-
sistent flight towards a reserve currency, gave the features of an inflation-
ary process à la Cagan to the money-inflation dynamics over these years.7 
The increasing trend of inflation as from that moment was accompanied 
by an also growing comovement in sectoral inflations, as shown by the re-
cursive estimation. 

 
7 See in this respect Basco, D’Amato and Garegnani (2009). 
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As illustrated in Figure 3, the transition towards a low inflation re-
gime, with the adoption of a currency board, considerably reduced sec-
toral inflation comovement. Also it seems that in a low inflation environ-
ment, the effects of aggregate shocks became less persistent. In this re-
gard, the impact of the devaluation episode of January 2002 was restricted 
and temporary, both on the CPI inflation rate and on the comovement 
across sectoral inflation rates, if compared to the effect of currency deval-
uations in the high inflation regimes.8 

Summing up, previous results suggest that inflation regimes are dif-
ferent not only in terms of the prevalent trend inflation but also in terms 
the inflation dynamics induced by aggregate shocks: In high inflation en-
vironments the comovement generated by aggregate shocks is higher and 
tends to perpetuate. The transition from moderate towards high inflation 
regimes is not immediate. Rather, it seems to develop fairly slowly. Alt-
hough these features seem to be common to both economies, the differ-
ences in the level of inflation among them are so important as to require a 
deeper insight into the causes of such differences. With this purpose, we 
go deeper in the next section in analyzing the sectoral responses to aggre-
gate shocks. 

4. COMOVEMENT AND SECTORAL PATTERS BEHIND INFLATION  
DYNAMICS 

Price formation in each sector can be decomposed into a response to a 
common macro-economic shock, the first principal component of infla-
tion, which is assumed to be driven by unobservable underlying forces 
(such as supply or demand shocks to which all sectors are exposed) and an 
idiosyncratic component that reflects sectors’ heterogeneity in terms of 
demand, technology, climate factors, etc. Thus, each i sector’ inflation 
dynamics can be written as 

(1)                                                   ( )it i t itL U       

where 1(  )    t t t t qU u u u  is a vector of the common shock and its rele-
vant lags, ( )i L  is the response of sector i to the common shock and  it  
is the idiosyncratic component of sectoral inflation. Note that the sec-
toral responses to common shocks are not necessarily the same: The 
 

8 See in this respect Burstein et al. (2005), who investigate the causes of the limited 
pass-through of the currency devaluation in January 2002 to the CPI inflation. 
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higher the dispersion between the lag polynomials ( )i L , the higher the 
heterogeneity.  

Likewise, the way in which a common shock passes through could also 
vary according to the inflation regime. That is, the macroeconomic envi-
ronment could influence price responses to aggregate shocks. As shown in 
Figure 4, in a high inflation environment the sectoral responses to the 
common shock [in terms of Equation 1, the lag polynomials ( )i L ] would 
be more homogeneous and more asymmetrically distributed, reflecting 
the prevalence of positive changes in prices, leading to a more generalized 
comovement across sectoral inflation rates and a higher trend inflation. 

On the contrary, when inflation is low, the distribution of sectoral re-
sponses to aggregate shocks should be more heterogeneous and, if there 
are no sizable relative price shocks and/or a significant persistence, there 
would probably be no remarkable patterns in the aggregate inflation 
trend. Instead, in the presence of relative price shocks of some magni-
tude, the conventional adjustment mechanisms would operate, resulting 
in responses of different sign to the common shock across the groups of 
sectors, though without influencing the inflation trend (because of com-
pensations). 

While common shocks have a persistent or long-run effect on infla-
tion, idiosyncratic innovations are usually temporary. These latter move-
ments in prices are not of great concern from the macroeconomic policy 
point of view, which is expected to react to generalized movements in 
prices that persist over time. To identify the different sources of variability 
in inflation, we resort to frequency-domain analysis, a useful tool that al-
lows breaking down time series into periodic contributions to their vari-
ance, providing a more natural description of their behavior at different 
time horizons or frequencies (e.g., short and long-run). In the bivariate 
case, frequency-domain analysis allows to compute the covariance at spe-
cific frequencies.9  

To find out to what extent sectoral responses to common shocks fol-
low a specific pattern depending on the regime, we provide an approxi-
mate measure of the sectoral responses to the common shock, the poly-
nomials ( )i L , by calculating the correlation coefficient between the first 
principal component of inflation and each individual inflation series at 
different time horizons. More specifically, we calculate correlation coeffi-
cients by frequency band according to 

 
9 Appendix 3 provides a more detailed description of this technique. 
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where 1 2( )  i and 1 2( ) U  are frequency-band-specific time series ex-
tracted from data vectors,  i  is sector i inflation rate and U  is the first 
principal component of inflation,10 and ( )Cov  and ( )Var  are the covari-
ance and the variance of these time series, respectively. 

We consider two frequency bands: Short-run or high frequency (de-
scribing cycles shorter than three months) and long-run or low frequency 
(corresponding to cycles longer than two years). Figures 7 and 8 show the 
histograms of the estimated correlation coefficients between the first 
principal component of inflation and each individual time series in each 
of the regimes and for both countries. The shape of the histograms is in-
formative about the strength of the comovement of the sectoral inflation 
rates with the common shock. On the one hand, the asymmetry of the dis-
tribution is an indication of comovement. If more frequency is concen-
trated on the right side of the histogram, sectors would be responding 
positively on average to the common shock. If it concentrates on the left 
side, then the opposite would be happening. If the histogram is cen-
tered, then sectoral responses would be offsetting themselves. On the other  

 
10 Appendix 4 describes in detail the filtering process in the frequency domain. 
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hand, the dispersion of the histogram indicates how generalized the 
comovement is. The lesser the dispersion, the more homogeneous the re-
sponse of sectoral inflation rates to the aggregate shock. 

Some features are common to both countries. In the short run the 
correlations are closer to zero on average, indicating a weak incidence of 
the common shock at this frequency. However, while in the case of the 
United States the distributions are centered in zero, in the Argentine case 
they are somewhat biased to the right. In this latter case, the aggregate 
shocks seem to induce a positive trend in sectoral inflation rates even in 
the short term. The higher inflation rates experienced by Argentina 
would explain such differences. 
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As stated before, the particular characteristics of each regime are more 
clearly evident in the long run. In fact, at this frequency, the moderate to 
very high inflation regimes show a higher proportion of sectors comoving 
positively with the common shock. Likewise, in line with the evidence in 
the previous section, the higher the aggregate inflation rate, the sharper 
and more generalized the comovement. An extreme example in this re-
gard is the very high inflation regime in the 1980s, when the distribution 
almost collapses in extreme values of correlation. 

In turn, under the low inflation regimes (including the USA disinfla-
tion period), the short-run responses to shocks are even closer to zero on 
average (especially in the USA case), indicating an even lesser incidence 
of the common shocks on sectoral inflation rates. However, long-run 
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responses have quite different patterns in both countries. While in the 
USA the sectoral responses are disperse and centered in zero, perfectly in 
line with what is expected in a low inflation period, Argentina departs 
strongly from that a priori, showing a positive and generalized comove-
ment of sectoral inflation rates with the common shock. 

The identification of sectoral patterns behind inflation dynamics 
helps to explain more accurately these features. As suggested above, 
shocks to the real exchange rate (RER) are an important source of CPI in-
flation variability for a small open like Argentina. In this regard, the dis-
tinction between tradable and non-tradable goods (whose relative prices 
may be considered a proxy of RER) seems to be adequate in this case. On 
the contrary, the distinction between the food and energy and non-food 
and energy seems to be more adequate for the United States, given the 
importance these shocks have historically had for the behavior of the 
headline inflation. Tables 3 and 4 show the long-run average responses for 
these groups of sectors in the different regimes and evaluate whether 
these responses are significantly different, using the Mann-Whitney rank-
sum test. In addition, in Figures 7 and 8 we have overlapped to the histo-
grams the estimation of the frequency distribution of the correlations 
with the common shocks for tradable versus non-tradable goods prices, in 
the case of Argentina, and food & energy versus non-food & energy com-
ponents, in the case of the United States.11  

As can be seen from Figures 7 and Table 3, in the Argentine case, the 
responses of tradable and non-tradable goods prices to common shocks 
are significantly different across all the regimes, thus confirming the im-
portance of this relative price dynamics to explain the behavior of infla-
tion in Argentina. Table 3 also reveals that mean responses to the aggre-
gate shocks of the food and energy sectors versus the non-food and energy 
sectors are not significantly different for any of the regimes, what plays 
down the importance of this type of adjustment to explain the inflation 
dynamics in Argentina. This evidence is consistent with the poor perfor-
mance exhibited by CPI inflation indices that exclude food and energy 
prices as indicators of core inflation for Argentina (see D’Amato et al., 
2006). These findings reveal certain patterns in the importance of 
comovement vis-à-vis relative price adjustment to explain aggregate inflation 
dynamics across inflation regimes. Though we cannot precisely estimate 
how the relative importance of these two drivers of inflation dynamics varies 

 
11 To this effect, the Kernel non-parametric estimation technique is used. 
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TABLE 3. ARGENTINA: MANN-WHITNEY TEST FOR DIFFERENCES IN MEAN 

 Argentina 

 Mean responses Statistic p-value Mean responses Statistic p-value 

 No tradables Tradables   Food and energy Other   

Moderate inflation 
1961m01-1974m12 

0.620 0.802 2.918a 0.004 0.714 0.786 1.752 0.080 

High inflation 
1976m07-1982m06 

0.459 0.712 3.535a 0.000 0.574 0.695 1.773 0.076 

Very high inflation 
1982m07-1988m06 

0.909 0.942 2.420b 0.016 0.918 0.942 1.900 0.058 

Low inflation 
1993m01-2001m12 

0.640 0.595 –4.768a 0.000 0.600 0.615 0.190 0.850 

Low-moderate infla-
tion 2003m01-
2006m12 

0.695 0.660 –3.002a 0.003 0.583 0.703 1.841 0.086 

a significant at the 1% level; b significant at the 5% level. 

across regimes, our findings suggest that the relative importance of 
comovement increases with trend inflation. In one extreme, in a very high 
inflation environment (Argentina during the 1980s) the tradable-non 
tradable adjustment seems to be less significant and a strong comovement 
across the sectoral inflation rates is the prevailing feature. In the interme-
diate moderate-to-high inflation regimes in the 1960s and the first half of 
the 1970s, neither relative price adjustment nor comovement seems to 
prevail; both factors would be relevant to explain the dynamics that un-
derlies the headline CPI. Under a low inflation context, such as the case of 
Argentina during the Convertibility regime, relative price adjustment 
prevails over comovement. 

In the case of the United States, the histograms in Figures 8 and Table 
4 also confirm that the distinction between food and energy, and non-
food and energy is adequate for the last two periods of low inflation. The 
relative lowering of food prices during the disinflation period in the 
1980s and their relative rise after the shocks to commodity prices experi-
enced as from 1999 onwards, during the low inflation period of the 1990s-
2000s would explain such developments, contrary to the low inflation pe-
riod of the 1960s in which the responses seem to be heterogeneous with-
out showing any specific sectoral pattern. 

Another feature that is worth mentioning is the distinctive way in 
which the USA economy responded to similar supply shocks (i.e., aggre-
gate relative price shocks) under low and high inflation. During the 1970s, 
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TABLE 4. USA: MANN-WHITNEY TEST FOR DIFFERENCES IN MEAN 

 United States 

 Mean responses Statistic p-value Mean responses Statistic p-value 

 No tradables Tradables   Food and energy Other   

Low inflation 
1960m01-1966m12 

0.059 0.142 0.654 0.513 0.044 0.164 1.713 0.087 

Moderate inflation 
1967m01-1972m12 

0.284 0.400 0.719 0.472 0.412 0.365 –0.379 0.704 

High inflation 
1974m01-1981m12 

0.243 0.434 1.740 0.082 0.270 0.420 1.008 0.313 

Disinflation 
1982m01-1990m12 

0.406 –0.013 –3.565a 0.000 0.034 0.073 0.515 0.607 

Low inflation 
1991m01-2007m12 

0.121 –0.010 –2.021b 0.043 0.123 –0.036 –2.081b 0.037 

a significant at the 1% level; b significant at the 5% level. 

comovement in response to these common shocks seems to be a feature 
shared on average by both group of sectors. It is worth noting that, in this 
case, the mean responses of the two groups are not statistically significant. 
Additionally, sectoral responses do not differ significantly from those ob-
served previous to the oil shock, indicating that a more generalized 
comovement across sectoral inflation rates was present before the occur-
rence of the oil shocks. In this sense, and in relation with the controversy 
about the determinants of high inflation in the USA in the 1970s and 
1980s, this finding is more consistent with the explanation provided by De 
Long (1997) and Sargent (1999) than with that of Ball and Mankiw (1995). 
On the contrary, under the current low inflation regime, each group of 
sectors seems to respond differently and even in the opposite direction. 
More precisely, food and energy prices increased relatively (see the posi-
tive correlation with the common shocks of this group of sectors versus 
the negative covariation of the rest), giving evidence of the importance of 
the relative price adjustment behind inflation dynamics in the last period. 

Summing up, the results obtained for the different inflation regimes 
in Argentina and the United States, suggest that the incidence of supply 
shocks has restricted to a reduced group of sectors in the last period (i.e., 
they have become less common). In the USA case, this is clear in the com-
parison between high and low inflation regimes, both subject to sizable 
shocks to oil and food prices. It is also clear in the case of Argentina, if we 
take into account the lower pass-through to domestic prices of the ex-
change rate devaluation of 2002 vis-à-vis previous episodes occurred in 
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high inflation environments. This leads us to a second conclusion: a low 
inflation macroeconomic environment gives the conventional mecha-
nisms of relative price adjustments more room to operate, i.e. the persis-
tence of comovement across sectoral inflations induced by aggregate 
shocks depends to some extent on the inflationary context.  

5. CONCLUSIONS 

We study inflation dynamics in Argentina and the United States in the last 
50 years. Both countries experienced low, moderate and high inflation. 
We find that inflation dynamics is not restricted to a generalized and per-
sistent price comovement. Rather, it also reflects relative price adjust-
ments which are persistent and do not only confine to short-run idiosyn-
cratic noise. 

Our results also indicate that the relative importance of relative price 
dynamics vis-à-vis generalized comovement between sectoral inflation 
rates depends on the monetary regime: In high inflation environments, 
when nominal impulses are an important source of inflation variability, 
comovement prevails over relative price adjustments. On the contrary, in 
a low inflation context, the opposite is true. 

While aggregate shocks to inflation dynamics increase the comove-
ment between sectoral inflation rates, their incidence varies according to 
the inflationary environment: Under high inflation, aggregate shocks in-
duce a stronger comovement which tends to perpetuate. In turn, the tran-
sition from moderate inflation to high inflation is a slow process, i.e. price 
comovement increases as the trend inflation rises. 

Likewise, the different nature of the aggregate shocks prevailing in 
each economy seems to impress distinct features to inflation dynamics. In 
Argentina, where there is a clear predominance of shocks to RER, the 
tradable-non tradable dynamics is a common feature of all regimes under 
study. In the United States, the different adjustment between energy and 
food, prices versus non-energy and food prices seems to be relevant. 
These distinctive features of inflation dynamics in terms of relative price 
adjustments should be taken into account when modeling for the purpos-
es of the monetary policy. They should also be considered when selecting 
a core inflation measure for monetary policy objectives: an ex energy and 
food core measure seems to be relevant for the United States, but not so 
much for Argentina. 
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Finally, our results show that, under a low inflation environment, sup-
ply shocks tend to become more idiosyncratic, i.e., they tend to propagate 
less. This is clear in the case of Argentina, if we consider the lower pass-
through of the 2002 exchange rate devaluation to CPI inflation vis-à-vis 
other devaluations occurred under high inflation contexts, but also for 
the United States, if we take into account the differentiated impact of 
shocks to energy and food under high and low inflation regimes. In this 
sense, a general conclusion is that high inflation environments tend to 
hinder relative price adjustments in response to aggregate shocks, be-
cause they induce a generalized comovement with a persistent incidence 
on inflation. 

Appendix 1 

Data 

Data includes monthly inflation rates of the Consumer Price Index (CPI). 
In the case of Argentina, indexes are from the Instituto Nacional de Es-
tadística y Censos (Indec) and correspond to the three digits CPI disaggre-
gation. We excluded from sample regulated goods and services. This left 
51 sub-indexes for medium, high and very high inflation regimes and 56 
sub-indexes for the low and very low inflation regimes, because the con-
sumption basket changed from one period to another. Aggregate infla-
tion rate was calculated as the weighted sum of the remaining sectoral in-
flation rates. 

In the case of the USA, data on seasonally adjusted price indexes for all 
components of consumption as measured in the NIPA accounts are taken 
from the Bureau of Economic Analysis web site. The data used allows for 
breakdowns at various levels of aggregation. The results, included below, 
focus on the so called third level of aggregation (124 sub indexes exclud-
ing regulated services and tax intensive items), although estimates were 
also preformed for the second level of aggregation (65 subindexes making 
the same exclusions) without significant changes in the results. When ag-
gregation was performed, fixed rather time-varying weights are used. 
Shares used are based on average expenditures in each period consid-
ered. 
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Appendix 2 

Principal Components and Common Shocks 

Formally, as in Clark (2003), we assume a static representation of the dy-
namic factor model (see Stock and Watson, 2002). Inflation in each sector 
i is a function of a common and idiosyncratic component: 

(A.1)                                                    ( )   it i t itL U ,  

where 1(  )    t t t t qU u u u  is a vector of the common factor component 
and its relevant lags, ( )i tL U  is the common component,  it  is the idio-
syncratic component and t itU . 

Aggregate inflation rate is: 

(A.2)                  
1 1 1

( )      
  

      
n n n

t i it i i t i it t t
i i i

L U CCOM ICOM , 

where tCCOM  and tICOM  are the common component and the aggre-
gate idiosyncratic component of inflation, respectively, and i  is sector i’s 
weight in the consumption basket. In the empirical application of Section 
4 we estimate sectors’ responses to common shocks according to (A.1) and 
calculate tCCOM  based on (A.2). 

Appendix 3  

Frequency Domain Analysis 

Frequency domain analysis allows decomposing the evolution of a time 
series in defined periodic contributions to their variance, providing a 
more natural description of their structure in terms of cyclical behavior at 
different time scales. So, frequency domain techniques appear to be spe-
cially suited to study a dynamic process like inflation, which, as explained, 
is the result of two defined sources of variability that affect inflation dy-
namics with different frequency, i.e. common and idiosyncratic shocks. 

Formally, the total variance of a covariance stationary process tX with 
mean ( ) tE X  and thj  auto-covariance equal to ( ) ( )( )t t jj E X X      

can be represented in the time domain as tX
0

 





 t j
j

, where  t  is an  
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    i i d  process with mean 0 and variance 2
 . Analogously, the total vari-

ance of tX  can be represented as a weighted sum of periodic trigonomet- 

ric functions of frequency   such that 
0

( )cos( )tX t d


        

0
( )sin( )t d


    . The weight each of those cyclical components has in 

explaining total variance of tX  it is usually summarized in what is known 
as spectrum. 

The spectrum of X  is the Fourier transform of its covariogram12 and 
is given by: 

(A.3)                                   
1

1( ) (0) 2 ( )cos( )
2

 






 
     

 

j

s j j  

The variance corresponding to a determinate frequency band 

1 2       is given by 2

1
1 2( ) 2 ( )




    S s d . Trivially, integrating the  

spectrum over all frequencies, that is, between 1 0  and 2  , yields 
the overall variance of the series. The portion of the variance at very high 
frequencies relates to temporary movements in time series and the por-
tion at low frequencies relates to the permanent, trend component of 
their variability.13  

In a classic but disappointing paper, Granger (1966) describes the typ-
ical shape of the spectrum of the majority of economic variables as one 
that concentrates the higher portion of variance at lower frequencies and 
whose height decreases smoothly as frequency increases, concluding that 
“possibly, the estimation of the power spectra alone is unlikely to be a 
productive technique.” Although Granger’s conclusions are in general 
true, we will show that there still is valuable information in the spectral 
decomposition of inflation processes.14  

To have a better insight of the different distribution of the variance 
across frequencies and between regimes it is convenient to isolate the fre-
quency distribution of variance from the change in the level of inflation. 

 
12 That is, the autocovariance generating function ( ) ( )


  j

j
g z j z  evaluated at 

cos( ) sin( )    iz e i  (for a formal proof see Hamilton, 1994). 
13 As a matter of fact, the height of the spectrum at frequency zero is well-known non-

parametric measure of the persistence of a time-series. 
14 In fact, the height of the spectrum at the zero frequency is a non-parametric meas-

ure of the persistence of a time series. 
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The reason is simple: If the persistence parameters have not changed and 
the decrease in variance is only due to the fact that the innovation vari-
ance has gone down, i.e., lower mean inflation but no change in auto-
regressive behavior of the time series, the normalized spectrum should be 
the same for any two regimes, indicating that the variance distribution 
across frequencies has not changed.15 This can be attained by calculating 
the normalized spectrum, simply dividing the spectrum by its variance: 

(A.4)                                                    ( ) ( ) (0)   h s . 

This measure indicates the fraction of total variance that occurs at 
each frequency and, thus, integrating ( )h  over all frequencies results in 
a value of 1. 

Appendix 4 

Filters in the Frequency Domain 

In this appendix we formally present the filtering procedure implement-
ed to extract frequency band specific time series from data vectors. 

Frequency Band Extraction Procedure  

To filter in the frequency domain, we apply a Fourier transform of the 
series. Formally, let consider a vector 1 2 3   

       Tx x x x x . For 
1 2 3   s T  frequencies are defined as 2  s s T . The finite Fourier 

transform of x  at frequency s  is then 
( 1)1 2

1
  

 st iT
s t tx T x e , 

where 
2 ( 1)1 2 1 .    

 
  

  s s si i T i
s T e e e  

Letting 0 1 2 1     
    TW , it can be shown that W columns are 

orthonormal such that   W W WW I and W  is a unitary matrix, 

 
15 The formal proof is as follows. The spectrum of a ( )MA  covariance stationary pro-

cess like tX  can also be expressed as ( ) (1 2 ) ( )    is e 2 ( )


ie , after replacing in (A.2) 
for covariance generating function evaluated at ie  (see Hamilton, 1994). Dividing ( )s  
by tX  variance, 2 2 2

0  


 X jj

, yields 2( ) ( ) [ ( )      i
Xh s e 2

0
( )] [2 ]  


 i

jj
e  that 

is independent of 2
 . 



Regimes and Underlying Inflation Dynamics: Generalized Comovement or Relative Price … 

 34

where   indicates the Hermitian conjugate, that is, the transpose of the 
complex conjugate, and I  is the identity matrix. This matrix times any da-
ta vector will give in result the Fourier transform of that vector. x Wx  is 
the vector of the discrete Fourier transform of time series x  at all funda-
mental frequencies s , for 0 1 2 1     s T . 

We can define A  as a TxT  matrix which has ones on the diagonal for 
frequencies that are to be included and zeros elsewhere. Fourier trans-
form of a time series x  at the [ ] s r  frequency band is then 

ˆ( ) ( ) .     s r s rA x A Wx  

Finally, the complex data vector ˆ( ) s rA x  is converted back to the 
time domain by applying the inverse Fourier transform. The frequency 
band [ ] s r  inverse Fourier transform of vector x  is 

( ) .   s rx W A Wx  

Computational issues  

Frequency domain analysis applied to finite samples is frequently sub-
ject to the wrap-around effect. Because of the assumption that series are 
periodic, filters in the frequency domain treat the last observation as be-
ing identical to the observation preceding the first one. To deal with this, 
we padded with zeros the excess of each series up to a sufficiently large 
number of frequency ordinates. As to work with a number of elements T  
equal to a power of 2, which is necessary for the filter to work accurately, 
we selected a number of frequency ordinates equal to 576. 
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Inflationary Dynamics and Persistence  
in Costa Rica: Period 1953-2009 

Carlos Chaverri Morales and Carlos Torres Gutiérrez* 

1. INTRODUCTION 

There are various definitions of inflation persistence in the economic litera-
ture, however, for the purposes of this paper we adopt the definition sug-
gested by Marques (2004), who sees it as the speed with which inflation re-
turns to its long term equilibrium value after a disturbance.1 High values 
of the inflation rate suggest high values of persistence after a disturbance, 
thus because inflation converges more slowly towards its underlying or 
long-term equilibrium, while low values of this coefficient show a rapid 
convergence of the variable to its equilibrium level (Álvarez, Dorta and 
Guerra, 2000).2 This is consistent with the statistical definition of persis-
tence attributable to Fuhrer (1995), who conceived it as the tendency of a 
 

* C. Chaverri Morales and C. Torres Gutiérrez, Departamento de Investigación Eco-
nómica of the Banco Central de Costa Rica. An earlier version of this paper was presented 
at the XIV Meeting of the Researchers Network of Central Banks of the Americas (Salva-
dor-Bahia, Brazil, November 2009). The authors thank Laura D’Amato, Manfred Esquivel 
and other participants of the workshop to discuss progress of the “Joint project on infla-
tion dynamics and persistence,” coordinated by the Center for Latin American Monetary 
Studies (CEMLA) and the Central Bank of the Republic Argentina (Brasilia, Brazil, July 
2009). Email: chaverrimc@bccr.fi.cr. 

1 He quotes definitions of Batini (2002), Batini and Nelson (2002) and Willis (2003), 
Andrews and Chen (1994) and also Pivetta and Reis (2001), pointed out that inflation per-
sistence defined similarly. D’Amato, Sotes and Garegnani (2007) also embrace this defini-
tion. 

2 That is, there is high (low) inflation persistence when they are very long (short) devi-
ations of inflation from its steady state level, After the occurrence of a shock (Céspedes et 
al., 2003) 



Inflationary Dynamics and Persistence in Costa Rica: Period 1953-2009 

 38

variable to stay away from its average level over an extended period of 
time, once it is disturbed.3 

According to that definition it is possible to indicate that the persis-
tence is conditional on the long-term equilibrium level of inflation that is 
assumed. Marques (2004) argues that it is not always appropriate to as-
sume that this equilibrium level is constant over time, although it is exog-
enous and unaffected by the inflationary shock. 

It is important to study the phenomenon of inflation persistence with 
regard to the economic environment and particularly to the field of ac-
tion of the central banking. For economic policy in general it is relevant 
to understand the rigidities that underlie the persistence of inflation, be-
cause it helps to shape and guide the process of structural reform aimed 
at improving efficiency and economic welfare. In fact, bringing about 
changes in the indexation of prices and wages in the economy, from ret-
rospective to prospective factors, liberalizing regulated markets and pro-
moting competition in key economic sectors can result in the reduction of 
inflation persistence (IMF, 2009). 

For the conduction of the monetary policy it is also important to esti-
mate the level (extent) and sources of inflation persistence in the econo-
my, because that can help into to design appropriate responses to infla-
tionary shocks and also because it allows to improve macroeconomic 
modeling and inflation forecasting. When inflation persistence is high, 
the response of the monetary policy should be gradual and the horizon of 
inflation targets relatively long. This because the higher inflation persis-
tence is associated to a greater sacrifice ratio (in terms of cost in product 
stabilizing inflation in the short term) and it is more difficult to anchor in-
flation expectations to the inflation target of the central bank. 

However, it is also argued that inflation persistence is affected by en-
dogenous factors, including changes in the behavior of the price fixing 
process in the economy resulting from policy changes and the credibility 
 

3 It should be noted that inflation persistence, thus defined, is different from the con-
cept of inflation inertia. According to Lendvai (2004), inertia is the slow response of one 
variable to unexpected changes in economic conditions, so that past levels of the variable 
(or past expectations about its current level) have a direct influence on their level today. 
He adds that the persistence of a variable can be generated by various sources, being the 
only one inertia. Also, inflation persistence is considered different to inflation uncertainty, 
which is difficult to predict inflation because of its variability (measured from the standard 
deviation of forecast errors of inflation, generated by an econometric model for a certain 
period). Thus, a greater variance of inflation forecast errors implies higher inflation un-
certainty and vice versa (Solera, 2002). 
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of monetary policy. When the central bank attaches great importance to 
achieving its inflation target, it counteracts inflationary shocks, so they 
come to have less impact and lower inflation persistence. In the other 
hand, if the central bank has a more flexible inflation target, and it is also 
concerned with other factors (such as growth or employment) after an in-
flationary shock, then the central bank has to face greater persistence 
(Hansson et al., 2009). 

In accordance with the importance of this issue, the main objective of 
this paper is to study the dynamics of inflation and persistence in the case 
of Costa Rica. We identified relevant facts of the inflationary process in 
Costa Rica, modeled changes in the average rate of inflation over time, 
depending on the major internal and external inflationary shocks and 
changes in monetary policy strategy and finally we estimated the level of 
inflation persistence. 

It should be noted that it is not objective of this paper to study the 
sources or causes of inflation persistence commonly mentioned in litera-
ture, such as the volatility of inflation itself, the degree of indexation of 
prices and wages in the economy and changes in the credibility of eco-
nomic policy, including the changing nature of inflation targeting central 
bank policies.4  

The document is structured as follows: The second section contains 
the most important conceptual issues. The third section briefly describes 
the methodology used. The fourth section includes a summary descrip-
tion of the evolution of inflation in Costa Rica. The fifth section contains 
the main empirical results and section six concludes. 

2. CONCEPTUAL ISSUES 

The issue of inflation persistence is discussed in the literature under two 
different approaches (Marques, 2004): a simple univariate time series 
representation of inflation, and a structural econometric, multivariate, 
approach of the behavior of this variable. 

Under the univariate approach, it is usual to assume an autoregressive 
model of inflation, where the shocks on the residual component are 

 
4 The empirical study of the sources of inflation persistence in the country exceeds the 

objectives of this research, although a brief description of these factors, from the theoreti-
cal point of view, is provided in Annex 1 and in Annex 12. It also presents some measure-
ments of inflation persistence sources in Costa Rica. 
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designed as a summary measure of all shocks that affect inflation in a giv-
en period. 

The multivariate approach assumes a causality relation between infla-
tion and its determining variables (usually the components of a Phillips 
curve5 or variables in a structural VAR model), in which the shocks are 
structural in the sense that they are susceptible to economic interpreta-
tion, such as monetary policy shocks. 

Following D’Amato et al. (2008), this paper adopted an univariate in-
flation approach.6 The starting point assumes that this variable follows a 
stationary autoregressive process of order p:7 

(1)                                                    
1

p

t i t i t
i

    


   ,  

where t  is the contemporary inflation rate;  , a constant term; i , the 
autoregressive coefficient of the inflation rate; and t , the random dis-
turbance or shock. 

Inflation persistence (  ) is reflected in the sum of the significant au-
toregressive coefficients of order p in equation (1): 

(2)                                                
1

; 1,2,..., .
p

i
i

i p 


     

Since it is assumed that inflation is stationary ( 0 1  ),8 a shock would 
have a transient effect on inflation. As mentioned in the introductory 

 
5 Inflation expectations, real imbalances between actual and potential, real deprecia-

tion, among others. 
6 According to Marques (2004), this approach and its close substitute, which he calls 

low-frequency autocovariance of a series (the spectrum at zero frequency), seem able to 
deliver the best estimate of inflation persistence, compared with alternative measures, 
such as the half-life inflationary impact and the maximum autoregressive root. However, 
the univariate approach of the sum of the autoregressive coefficients is also point to cer-
tain limitations (Vladova and Pachedjiev, 2008): the likely bias of underestimation of the 
parameters of persistence when the latter is close to the unit, the choice of appropriate lag 
length, the likely overestimation of the persistence if not properly controlled or if struc-
tural changes are not considered variable in half time and the possibility of changes in per-
sistence over time, especially over long periods. 

7 That is, it is assumed that inflation is a stationary series around its mean. Thus, a sta-
tionary representation of the behavior of inflation can be understood as the true inflation 
persistence (Fuhrer, 1995). 

8 Indeed 1  , but according to Marques, to be a problem of interest it is suppose that  
is not negative (if negative, a shock would have a contractionary transient impact on inflation). 
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section, if the effect of the shock takes a long time to disappear, inflation 
would be highly persistent, but if its effect is short-lived then it would ex-
hibit low persistence.9 

An important feature of a stationary time series is the property of re-
version to the long term mean value after a shock. That is, if in the previ-
ous period the shock led to the series to be over (under) its average, in the 
current period it should decrease (increase) to converge to its mean. This 
is the basis for claiming that when evaluating the persistence of inflation, 
what really matters is the persistence of deviations of inflation from its 
mean, so, based on Marques (2004), D’Amato et al. rewrite the equation 
(1) as a correction mechanism to balance, as deviations of inflation from 
its mean value: 

(3)                                     
1

1
1

( ) ( )        


 


      
p

t i t i t t
i

,   

where (1 )     is the unconditional inflation mean. Thus, under the 
stationary autoregressive inflation approach, the mean of the series plays 
the role of the long run equilibrium value of inflation to which this varia-
ble returns after a shock (Marques, 2004). 

Since the inflation mean varies over time, assuming it is constant may 
erroneously lead to conclude that inflation is highly persistent when it is 
not and vice versa.10 As we mention in the following methodological sec-
tion, we deal with this problem by identifying structural breaks in the level 
of the series. 

It is also important to note that the empirical use of the coefficient   
as a measure of inflation persistence has the advantage of being simple to es-
timate and to test statistically, but according to Marques (2004),11 it is easy 
to argue that this is also an abstract measure, which has difficulties of in-
terpretation and comparison on a practical level. 

An alternative measure of persistence that is easier to interpret, com-
municate and compare can be estimated using as a reference the value of

 
9 According to Marques, it is possible to think that an integrated process has persis-

tence unit (if the series is integrated of order one, 1   in that case a shock over the infla-
tion would have permanent effects). 

10 Assuming a very flexible mean, it can be concluded that inflation is not persistent 
when in fact it is highly persistent. 

11 Unfortunately, according to the empirical literature it is not possible to clearly es-
tablish ranges of variation for this ratio, in which inflation persistence can be classify as low, 
medium or high. 
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 . This is called the half-life of an unexpected inflationary shock of unit 
magnitude, which is defined as the number of periods over which the ef-
fect of the shock value remains above 0.5 (Marques, 2004). The greater 
the number of periods required for half of the adjustment to takes place, 
the greater the degree of inflation persistence and vice versa. The total 
time it takes to complete the shock also gives an idea of the magnitude of 
the problem, because the more widespread it is, the higher the inflation 
persistence and vice versa. 

For an autoregressive process of order one, the half life(h) can be com-
puted as (Marques, 2004): 

(4)                                                           ln(1/2) ln( )h ,   

where ln denotes the natural logarithm.12 However, it is more complex to 
calculate the half-life, for an autoregressive process of order p, so equation 
(4) is only an approximation to the true estimate of the concept. In this 
case, the half-life is usually estimated by simulating the effect on inflation 
of a unit shock on itself, this method is called an impulse response func-
tion (IRF) and it computes the number of periods that it takes to adjust 
the half of this shock.13 

3. METHODOLOGY  

Under the univariate time series approach adopted to study inflation per-
sistence, we assume an autoregressive model of order p for the monthly 
change T (1,1) of the consumer price index (CPI) of Costa Rica, using as 
base period July of 2006 (July 2006 = 100).14 However, for comparative 
purposes we also estimated the inflation persistence by using the defini-
tion of half-life of a shock of unit magnitude. 
 

12 Since ߩ = 1/2 denotes the number of periods required for a unit shock to be re-
duced by half, applying the logarithmic transformation on both sides we have: 

 ( ) ln(1/2).hln  Solving for h it is possible to obtain the expression (4). 
13 It should be noted, however, that this alternative measure of persistence also has 

some disadvantages (Marques, 2004): may underestimate the persistence if the IRF de-
clines on a swing; but monotonically decaying IRF still might not be appropriate to com-
pare different series if one exhibits a more rapid initial decrease and a subsequent decrease 
slower than the other series and difficult to distinguish changes in persistence over time. 

14 Hereafter, the CPI monthly variation rate will be referenced as the monthly inflation 
rate; although, with the CPI high frequency data might be more appropriate named as 
price variation rate. 
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The total period of analysis covers from February 1953 to December 
2009 (1953m02-2009m12). At the moment we started this, this period was 
the longest for which CPI official data were available from the National In-
stitute of Statistics and Census (INEC) of Costa Rica. 

Although the CPI monthly rates of change are more erratic, or have 
more noise that the inter-T(1,12), this are more informative about short-
term movements in inflation, which are of interest under the approach 
chosen in this research. By contrast, inflation rate variations over 12 
months (inflation) are more suited to analyze movements in the inflation 
trend, which is not the objective of this work, plus it can lead to significant 
overestimation of the persistence, as stated in Pincheira (2008). 

3.1 Autoregressive Model of Order p 

The methodology used in this research closely follows the research 
line of D’Amato et al. (2008). As a prerequisite it is important to verify 
that the monthly inflation rate series is stationary throughout the period 
of study. After that, it is necessary to cover the following stages: 

i) First, determine the main structural breaks in the mean and in the au-
toregressive coefficient of monthly inflation. For this a preliminary 
qualitative analysis is carried out, which reviews the major economic 
events that shaped the history of inflation in Costa Rica since the early 
50s. This is then complemented with a technical analysis to identify 
structural breaks in the inflation rate, through the study of the residu-
als coefficients of a recursive regression and then applying the Bai and 
Perron (1998 and 2003) multiple structural changes test. 

The recursive analysis consists in the sequential estimation of 
model (1) for different sample sizes. In general, if the number of pa-
rameters of the model is k +1, the first sample used is of that size and 
then the remaining observations are added one by one until including 
the entire sample. In each aggregation of variables and model estima-
tion, the predictions of the endogenous variable and the associated 
prediction error are calculated for the next period. This sequence of 
values was used to generate the coefficients and the recursive residu-
als. In general, if there is no structural change, the estimated parame-
ters are kept constant and the residuals will not deviate significantly 
from zero when the sample increases gradually (Carrascal et al., 2001). 

The Bai-Perron test allows to formalize hypotheses tests about the 
presence of structural breaks in stationary variables over the selected 
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sample. The procedure offers a series of tests: the SupFT(K) test con-
siders the null hypothesis (Ho) of no structural breaks versus the alter-
native hypothesis (HA) of k breaks. The SupFT(l +1 / l) test the existence 
of l breaks (with l = 0.1 ...., and Ho) against the alternative of l+1 chang-
es. The UDmax and WDmax tests prove the Ho absence of structural 
breaks against the alternative hypotheses HA of the existence of an un-
known number of breaks at a significance level of 1%. Both tests eval-
uate a F statistical for 1 to 5 breaks where the break points are selected 
by maximizing the total of the squared sum of residuals.15 The selec-
tion and interpretation of the breaks are determined according to the 
criteria suggested by Bai and Perron: sequential procedure supF, Bayesian 
information criterion (BIC) and Liu, Wu and Zidek (LWZ).16 Once the 
breaks are detected confidence intervals can be formulated that allow 
data and the errors have different distributions between the segments 
in which the test separates the sample, enabling to empirically com-
pare the coincidence between the breaks detected and the actual be-
havior of a series. 

ii) The second stage estimates the average non-constant rate of infla-
tion(μt),using a model that takes into account the different subperiods 
in which structural changes were detected in the average or auto-
regressive component of this variable. 

iii) The third stage calculated the deviations of the monthly inflation rate 
for the non-constant average value (estimated in the previous stage) in 
order to define a variable, ( )  t t tz , that is used in estimates of in-
flation persistence (ρ), according to the following equation of correc-
tion of deviations of inflation (3).  

(5)                                                   
1

1
1

p

t i t i t t
i

z z z  


 


    .   

3.2 Half-life of an Inflationary Shock 

The methodology for calculating the half-life of an inflationary shock 

 
15 The UDmax test equally weighted the five F statistics, while the WDmax statistical 

weights F so that the marginal p-values are equal across the number of breaks. 
16 The test program is implemented in GAUSS and was obtained from the website of 

Pierre Perron, Department of Economics, Boston University (http://people.bu.edu/ 
perron/). 
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can also be performed by evaluating the stationarity of the monthly infla-
tion rate in the period studied. Then an autoregressive model is estimated 
for this variable, whose initial optimal lag is determined with the FPE, AIC, 
LR and SC17 criteria. This lag was subsequently adjusted according to the 
exclusion lag test applied sequentially to determine only those delays that 
are statistically significant. 

Finally, after verification of the model stability and suitability of the 
residual of the regression, an impulse response function was estimated 
(IRF), by simulating the effect of a unitary shock on inflation itself and we 
computed the number of periods required for half of the adjustment to 
take place and for the rest of the adjustment to complete. 

4. BRIEF HISTORY OF INFLATION IN COSTA RICA  

During the 1953-2009 period inflation in Costa Rica recorded a monthly 
average of 0.9%. However, its behavior was highly volatile in some peri-
ods, as shown in Figure 1 and Table 1. 

From 1953 to 1971 the monthly inflation rate was relatively low and 
stable, remaining at about 0.2% on average. This period was characterized 
by the absence of a formal process to define monetary policy rules by the  

 
17 Final prediction error (FPE), Akaike information criterion (AIC), sequential modi-

fied LR test statistic (LR) and Schwarz (SC). 
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TABLE 1. COSTA RICA: MONTHLY INFLATION RATES BY SUBPERIODS (PERCENTAGES)  

Selected periods  Mean Standard deviation 

1953m02-1972m12 0.20 0.72 
1977m01-1978m12 0.54 0.64 
1984m01-1986m12 1.14 0.85 
1994m01-1994m08 1.26 0.35 
1996m01-2009m12 0.87 0.52 

Periods to control 

I     1973m01-1976m12 1.39 3.02 
II   1979m01-1983m12 2.54 2.51 
III 1987m01-1993m12 1.42 0.91 
IV 1994m09-1995m12 1.80 0.96 

SOURCE: Authors. 

monetary authority. Costa Rica’s economy faced an external environment 
governed by new international monetary system and the adoption of the 
new exchange rate scheme called gold-dollar-standard. The exchange rate 
during this period was fixed and could be considered that served as an-
chor for monetary policy. 

This relative inflation stability suffered its first major impact during 
the 1972-1982 period, when the monthly inflation average becomes high-
er and more variable. This period was characterized by global instability 
due to the first international oil prices crises in the mid 1970s, along with 
a break in the international monetary order. During these years Costa Ri-
ca experiencied an increase of capital inflows, which caused the typical 
problems related to the Dutch disease: appreciation of the currency affect-
ing the competitiveness of exports, coupled with persistent fiscal imbal-
ances. It is also necessary to highlight the effects as a result of the severe 
external debt problem that spanned most Latin American countries in the 
early 1980s, when average monthly inflation was 2.5% (Table 1). 

During 1983-1990 inflationary problems were accentuated, dued to 
the exhaustion of the economic model in place since the sixties (Solera, 
2002). This period is often categorized as the most inflationary one in the 
recent years, mainly due to adverse weather conditions, the abandon-
ment of a fixed exchange rate (adopting a crawling peg exchange rate 
regime in 1983) when there was an acceleration of devaluation and 
higher interest rates. Additionally, the unfavorable behavior of interna-
tional prices deepened the trade deficit. The average monthly inflation 
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rate during this period was 1.3%, but with less variability than in the peri-
od described above. 

Between 1991 and 2000 monthly inflation remained at 1.2% on aver-
age, a low level compared with that of previous periods, but high relative 
to international standards.18 The fiscal deficit, associated to high public 
spending, was one of the main causes of inflation over this period, which 
led to an adjustment on the prices of public services, but also the acceler-
ating pace of devaluation as well as the oil crises associated to the military 
conflict in the Persian Gulf and the rapid growth in money aggregates on 
the second half of 1994, due the intervention and posterior closure of the 
Banco Anglo Costarricense (see Solera, 2002) explain the relatively high in-
flation rates observed over this period. 

With a strengthened institutional framework with clearer objectives in 
terms of defining an inflation goal by monetary authorities, the period 
2001-2009 recorded an average monthly inflation rate of 0.8%. Of note 
during this period were the financial crisis of 2001, the introduction of a 
crawling band regime for the exchange rate adopted in October 16, 2006 
and the recent financial crisis in mid-2008, when world production and 
the international prices of raw materials fell (such as oil and food), lead-
ing to a substantial fall in domestic inflation in 2009.19 

This brief characterization of the country’s inflationary history helps 
to identify four subperiods (I to IV) of high inflation over the total period 
studied (Figure 2). So they must be taken into account to control the es-
timates of inflation persistence. 

In short, these periods coincide with related shocks in international 
oil prices, the crisis of external debt and climate issues, and monetary and 
exchange rate issues typical of the Costa Rican economy. In general, they 
are periods that show a higher average monthly inflation and greater vari-
ability compared with other periods (Table 1). 

 
18 For example, the average monthly inflation rate of USA (main trade partner of Cos-

ta Rica) during this period was 0.21 per cent. 
19 The change in the CPI of December 2009 (4.0%) was 9.9 percentage points lower to 

that of December 2008 and the lowest since 1971. Many developed and developing econ-
omies also had disinflations because the slowdown or downturn and lower international 
prices of primary products (BCCR, 2010). 
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5. EMPIRICAL EVIDENCE 

In this section we verify the stationarity of the monthly inflation rate and 
identify by technical means the main structural breaks in this variable, in 
order to estimate the non-constant average rate of inflation and the infla-
tion persistence. 

5.1 Degree of Integration Monthly Inflation 

Table 2 contains the main results of the analysis of integration of the 
monthly inflation rate for the subperiods of mentioned in the previous section.  
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TABLE 2. COSTA RICA: ANALYSIS OF THE DEGREE OF INTEGRATION OF MONTHLY INFLA-
TION, DICKEY FULLER F-STATISTIC, 1953-1997 

Reference periods Constant Trend H0: unitary root 

1953m02-1972m12 Not significanta Not significanta Rejecteda 

1977m01-1978m12 Not significanta Not significanta Rejectedb 

1984m01-1986m12 Significanta Not significanta Rejecteda 

1994m01-1994m08 Significanta Significanta Rejectedb 

1996m01-2009m12 Significanta Not significanta Rejecteda 

SOURCE: Authors. 
a 1% significance. b 5% significance. c 10% significance. 

It can be concluded that the monthly inflation rate has major breaks, 
but has no unit root, which is an important prerequisite to estimating in-
flation persistence; it ensures that the variable has no divergent or explo-
sive behavior after the occurrence of a disruption, but has the property to 
revert to its mean.20 

5.2 Recursive Analysis 

To evaluate the presence of possible structural changes in the mean 
(constant) and in the autoregressive coefficient of monthly inflation, we 
estimate equation (1) recursively for the period 1953-2009. 

As shown in the graphs on the left side of figure 2, there is evidence of 
instability of the estimated regression coefficients for both the coefficient 
associated with the constant, C(1), as for the autoregressive term, C(2). In 
the case of the constant, there is evidence of a break in the average infla-
tion in the mid 1970s, while for the autoregressive coefficient breaks are 
seen in both the date as the early 1980s. Both structural changes in the 
monthly inflation coincide, in that order, with the first oil shock of the 
mid 1970s and the debt crisis of the early 1980s. 

The analysis of the regression residuals stability in the first figure on 
the right side of Figure 2 shows that the errors are widely separated from 
zero and exceed the confidence band at 95% probability during the mid-
1970s and early 1980s, which confirms the result mentioned above. 

In the second figure on the right hand side, corresponding to one step 
ahead recursive residuals, the bottom shows the values of the probabilities 

 
20 According to the results of Dickey Fuller stationarity of monthly inflation is verified 

both in mean and variance. 
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for each of the points where the constancy of the coefficients can be re-
jected at various probability levels. It can be seen that the odds of rec-
ord associated with the observations of the mid 1970s and early 1980s 
are zero. 

In short, the recursive analysis concludes that no evidence of structur-
al change in the monthly inflation series on those dates. 

5.3 Evaluation of Multiple Breaks in the Inflation  
Rate (Bai-Perron test) 

The above analysis is complemented with the study of the presence of 
multiple structural breaks in the monthly inflation rate, using the test de-
veloped by Bai and Perron (1998 and 2003). Two version of the test are 
used: breaks in the middle and breaks in the mean and the autoregressive 
coefficient for this variable. 

As in D’Amato et al., we begin by testing the possibility of up to five 
structural breaks in mean inflation during the whole period, but only 
three are significant, according to the Bayesian information criterion 
(BIC), considered one of the most robust statistical tests of Bai-Perron. For 
this reason, applying the test again, restricting the number of breaks to 
three. 

Both the SupF Sequential Procedure and again BIC confirm three sig-
nificant structural breaks in mean inflation: May 1973, January 1983 and 
January 1997 (Table 3). 

The dates of the first two structural breaks have been identified in the 
previous analysis (first oil shock and external debt crisis). The structural 
break January 1997 is a reflection of the sharp slowdown in inflation dur-
ing the previous year (annual inflation in 1996 was nearly nine percentage 
points lower than in 1995), largely as a result of macroeconomic adjust-
ment process and structural reforms in the Costa Rican economy in 1995-
199621 (BCCR, 1997). 

When testing breaks in the mean and in the autoregressive coeffi-
cients of monthly inflation rate, a Bai-Perron test for five breaks and then 
for three breaks suggest two significant structural changes at the discre-
tion BIC: September 1974 and February 1996. 
 

21 In fact, restrictive economic policy pursued by the government in power in 1995-
1996 resulted in a slower growth in domestic demand and lower inflationary pressures. 
Delgado (2000) states that heavily restrictive policies were the manifestation of political cy-
cles in economic management. 
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TABLE 3. COSTA RICA: BAI-PERRON TEST FOR MULTIPLE STRUCTURAL BREAKS, 1953-2009 

Change in mean (1953m02-2009m12)
Specification 

z=1 q=1 p=0 h=100 m=3 

Test 

SupFt(3) UDmax WDmax SupFt(3/2)
35.71a 90.56a 90.56a 16.68b

Number of selected breaks 

Sequencial BIC LWZ
3 3 2
T1 T2 T3
1973m05 1983m01 1997m01

Change in mean and recursive coefficients (1953m02-2009m12)
Specifications  

z=2│3 q=2 p=0 h=136.6 m=3 

Test 

SupFt(3) UDmax WDmax SupFt(3│2)
44.58a 92.42a 92.42a 31.00a

Number of selected breaks 

Sequencial BIC LWZ
3 2 1
T1 T2 
1974m09 1996m02       

SOURCE: Authors. 
a Significant at 1%. b Significant at 2.5%.  

The first of them had been previously detected by the test for changes 
in means only and corresponds to the effect of the oil shock of the mid-
seventies. 

The second break is near the breakdown previously identified by the 
test in January 1997 and may reflect delayed effects of high monetary 
expansion in late 1994,22 due to the closure and liquidation of the coun-
try’s oldest bank, which required funding from the Central Bank of Cos-
ta Rica (BCCR) in an amount close to 1.5% of nominal GDP in that year 
(Azofeifa and Rojas, 2000). The following events during 1996 also 
could have explained the break (BCCR, 1996): persistence of high fiscal 

 
22 Total liquidity increased during the year at an annual rate of 23.1 per cent. 
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deficits,23 high level of imported inflation (5.8% in 1995),24 increase in 
the pass-through of exchange rate to prices, increase by 10% to 15% sales 
tax (in September 1995) and high inflation expectations for the following 
periods.25 Mention should also be made of an institutional change oc-
curred in 1995, when in November of that year the new Organic Law of 
the BCCR was passed, and the beginning of a period of disinflation in the 
economy relatively widespread. 

5.4 Estimation of the Average Non-constant  
Inflation in the Whole Period 

In this section we estimate a non-constant mean for the monthly infla-
tion rate for the total period (1953m02-2009m12), which includes major 
structural breaks occurred during the period. To do so, we combine ele-
ments of qualitative analysis of Costa Rican inflation mentioned in Section 
4 and the technical results provided by the recursive analysis and the test 
for multiple breaks of Bai Perron in sections 5.2 and 5.3. This allows to de-
fine a number of subperiods in the evolution of the monthly inflation 
rate, starting with an initial period of subinflation (0.2%), which compris-
es 1953m02 to 1973m04 and in which prevailed a fixed exchange rate. It 
also identify five subsequent periods (denoted d 1 to d 5), each delimited 
by the previously discussed major inflationary shocks (Figure 3): 

— d 1: 1973m05-1974m06. First shock in international oil prices. 

— d 2: 1974m07-1980m12. Transition period. 

— d 3: 1981m01-1983m01. External debt crisis, high fiscal expansion, 
balance of payments problems, high pass-through of devaluation to 
prices. 

 
23 For example, the fiscal gap in 1994 was estimated at 6.9% of GDP. 
24 In fact, in the period 1994-1996 several events were reported that affected the infla-

tion rate in a group of Latin American countries, which were renegotiating their debts and 
stabilization programs focused on reducing inflation (Capistran and Ramos-Francia, 2007, 
pp. 7). 

25 Inflation expectations in 1995 were higher than 1994, mainly due to the following 
facts (BCCR, 1997): i) the year began with significant price increases, ii) the prospects of fur-
ther devaluation, since the country had the resources of the PAE (Programa de Ajuste Estruc-
tural) III, iii) delay in the approval of the Tax Adjustment Act and the agreement with the In-
ternational Monetary Fund; iv) persistence of high interest rates in the financial market. 
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— d 4: 1983m02-1997m01. Introduction of a crawling peg regime, high 
pass-through, adverse weather conditions (Hurricane Jeanne), second 
shock in international oil prices (during the Persian Gulf War), the fi-
nancing of losses due to the bankruptcy of BAC. 

— d 5: 1997m02-2009m12. Most recent period, which shows less variabil-
ity in monthly inflation and includes amendments to the foreign ex-
change regime (crawling band was adopted in October 2006) and the 
international financial crisis contributed to lower domestic inflation 
2009. 

Like Marques (2004) and D’Amato et al. variables dummy are consid-
ered that identify the average rate of inflation in each of the subperiods 
mentioned, which are incorporated in a regression whose dependent var-
iable is the monthly inflation rate contemporary. The estimation of this 
regression is shown below.26 
(6)       1 2 3 4 5(0.0449) (0.9828) (0.1765) (0.6320) (0.1090) (0.0680)( )

0.2012 2.1888 0.7640 4.4284 1.1214 0.6450      t
HCSE

d d d d d   

 
26 The model is estimated using ordinary least squares (OLS) with robust standard 

errors according to the covariance estimator of Newey and West (heteroskedasticity and 
autocorrelation consistent covariance-HAC-), which is consistent in the presence of het-
eroskedasticity and autocorrelation of unknown form (Annex 8.2).  
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The dummy variables (d 1 to d 5) correspond to the predetermined 
subperiod.27. 

As expected, there is evidence of serial correlation in the residuals of 
the estimated equation for model (6). As in Marques (2004), lags of infla-
tion were included in to overcome the problems of autocorrelation (An-
nex 3). Moreover, all coefficients maintained their significance and values 
did not change significantly, according to Wald test of coefficient re-
strictions (Annex 4). As stated by the author, these results can be seen as 
evidence that the time-varying (deterministic) mean implicit in (6) and 
represented by the stepped line at the top of Figure 4, is consistent with 
the data. 

According to the model (6), the constant (0.20%) corresponds to the 
average monthly inflation in the early period, when fixed exchange rate 
and low inflation prevailed. However, the average inflation increases 
sharply during the first oil shock (2.39%),28 the debt crises (4.63%) and 
the period in which significant internal and external shocks (adverse 
climatic factors, bankruptcy financing of BAC, high pass through and the 
Persian Gulf crisis, among others) were experienced (1.32%). During the 
transition period between the inflation shocks the average inflation reduces 

 
27 Each dummy takes value one during the corresponding period and zero otherwise. 
28 The estimated mean value in each subperiod must be added the value of the finds 

of regression. 
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to 0.97%, while in the last period (1997 to 2008) the average monthly in-
flation was estimated at 0.85 per cent.29 

Additionally, as suggested by the graphical analysis, we assessed the 
presence of deterministic trends in the transition period between high in-
flation of the mid-70s and the debt crisis in the early 80s. The first is a 
downward trend (t1), covering the disinflation after the first oil shock 
(1974m07-1976m08) and the second is a growing trend (t2),which ac-
counts for the acceleration of inflation that led to the debt crisis of the 
early 80s (1976m09-1982m07) (Figure 5).  

Lags of the inflation were again added to the calculation of variable 
mean to control for autocorrelation and the coefficients also maintained 
their significance, but Wald coefficients restriction tests revealed signifi-
cant changes in mean values in most periods. Hence, we decided to keep 
results of the model (6) for purposes of calculating the time-varying aver-
age (μt).  

5.5 Estimated Inflation Persistence in the Total Period 
As mentioned in Section 2, to evaluate the persistence of a time series 

what really matters is the persistence of deviations from the level of the se-
 

29 For comparison this ratio amounts to 10.6% in annualized terms. However, it dis-
courages the annualized monthly rates, to make the restrictive assumption that the rate 
will be maintained for a full year. 
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ries around their mean value, so we then calculated the deviations of the 
monthly inflation rate from μt, denoted as z, as shown in the model (5). In 
the econometric estimation of this model, the coefficient ρ is then the 
estimate of persistence when considering changes in average inflation 
(Table 4):30  

TABLE 4. COSTA RICA: ESTIMATED INFLATION PERSISTENCE FOR CONSTANT MEAN AND 
CHANGES IN MEAN, PERIOD 1953M02-2009M12 

Constant mean  Changes in mean 

Persistence () 0.78 0.18 
NW-HACa  (0.09) 
Lags  1 a 2 y 6  1 y 3 a 5 

SOURCE: Authors. 
a Robust standard error as Newey y West covariance estimator (heteroskedasticity and autocorre-

lation consistent –HAC– covariances). 

Under the assumption of a constant mean throughout the period, 
monthly inflation would be a highly persistent process (0.78),31 with a sig-
nificant lag up to six months. This result for Costa Rica is in line with in-
ternational evidence for some Latin American countries (Annex 7). How-
ever, if it is recognized that there are changes in the mean of inflation, the 
estimated persistence is significantly reduced to 0.18, with a significant lag 
up to five months. This low rate of persistence may be, however, subject to 
the limitation mentioned in footnote 9, which refers to the possibility of 
changes in inflation persistence over time, especially when considering 
long periods. In particular, it can be influenced by the initial extended 
period of low inflation, in which no internal or external shocks of im-
portance occurred and in which Costa Rica enjoyed great stability of pric-
es, even higher than that observed in many developed and development 
(Delgado, 2000). For this reason, it is considered relevant to estimate in-
flation persistence over a more recent period that excludes the initial 
period and the subperiods following large external shocks and inflation-
ary shocks of importance. 

 
30 The model was also estimated by OLS with robust standard errors as NW-HAC (An-

nex 5). 
31 To estimate the persistence failing to acknowledge changes in the average monthly 

inflation over the period, there are the autoregressive coefficients in the econometric es-
timation of equation (1) (Annex 6). 
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5.6 Estimation of Persistence in the Recent Subperiod 

This section examines the persistence of inflation in the recent sub-
period (1997m02-2009m12), both assuming that the average inflation rate 
(0.85%) represents the long-run equilibrium level of this variable in that 
period, such as using inflation targeting has been setting the BCCR at eve-
ry opportunity as a characterization of the long-term level.32 

As before, we begin by examining the requirement of stationarity of 
the deviations of the monthly inflation from its average level (variable z) 
and for the inflation of the BCCR from its average level (variable z1),33 
which is expected from the simple observation of the behavior of the series 
(Figure 6) and confirmed by the ADF test, Phillips-Perron and KPSS (An-
nex 8). This result is important because it confirms that the variables 
maintained the property of mean reversion. 

 

 
32 The use of inflation targeting central bank as a characterization of equilibrium 

level of long-term variable is a usual practice in inflation persistence estimates for coun-
tries with inflation targets. Although the BCCR does not operate under this monetary re-
gime; in 2005 the BCCR authorities announced their will to adopt it in the future and for 
this has been preparing its monetary policy strategy, including the announcement and 
seeks forward-looking inflation targeting, consistent with the preparation of a medium-
term macroeconomic program. 

33 To calculate the variable z1, monthly inflation rate is annualized and the inflation 
target has been established by the BCCR along this subperiod, which is expressed in annual 
price variations, is substracted. The monthly time series of the BCCR inflation target is tak-
en from the work of Castrillo et al. (2008) and updated in this investigation. 
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According to the recursive analysis, to add data to estimate the coeffi-
cients does not produce significant variations and the confidence limits be-
come narrower, ruling out the possibility of a structural change in the aver-
age or autoregressive coefficient of z and z1 in this subperiod (Figure 7).  

The main Bai-Perron statistical test suggests no breaks in the mean or 
the autoregressive coefficient of both variables when sequentially testing 
of up to five structural changes in these variables. 

It is interesting to note that neither recursive coefficients nor the Bai-
Perron test detected significant changes in the average or autoregressive 
component of z and z1 in connection with the adoption of the exchange 
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rate band regime in October 2006. While after the adoption of this regime 
changes have been documented in the pass-through of the policy rate to 
other market interest rates (Durán and Esquivel, 2008) and changes in the 
pass-through of devaluation to prices (BCCR, 2009), these changes do not 
appear to have yet altered the data generating process of monthly infla-
tion data as far the Bai-Perron test detected a significant structural break 
due to this new policy. The above evidence can be explained by the lim-
ited data available since the adoption of the new exchange rate system. Ac-
tually, there is structural change in the average inflation rate but not in 
the autoregressive coefficient, when the results are recalculated for the 
2003m10-2009m12-subperiod, which takes into account the same number 
of observations before and after adoption of band exchange rate regime 
in October 2006 (Annex 9). 

5.6.1 Autoregressive Model of Order p 

Since there is no structural change in the average or autoregressive 
coefficient of variables (z) and (z1), the likelihood of spurious minimized 
results if one considers the constant mean of 0.85% implicit in the varia-
ble (z) is the inflation targets contemplated in z1 and the model (5) is di-
rectly used to estimate the persistence in this subperiod (table 5).34  

The persistence of inflation in the recent subperiod is higher, esti-
mated at between 0.31 and 0.42, with a maximum lag of 62 months in the 
case of the variable z and 19 months for the variable z1. Although this 
range of values is not considered high, the long lags show a slow rate of re-
turn of inflation to its average value or the value of long-run equilibrium 

TABLE 5. COSTA RICA: ESTIMATION OF THE DEVIATIONS PERSISTENCE FROM DEVIATIONS 
OF INFLATION FROM ITS AVERAGE AND FROM THE INFLATION TARGET, PERIOD 1997M02-
2009M12 

   z variable  z1 variable 

Persistence () 0,42 0.31 
HCSEa (0.08) (0.08)  
Lags 6,9,19,48,49,62 18,19 

SOURCE: Authors. 
a Robust standard error as Newey y West covariance estimator (heteroskedasticity and autocorre-

lation consistent –HAC– covariances). 

 
34 OLS estimates with robust standard errors NW-SCC render have stationary, normal, 

homoscedasticity and not auto correlated. The models pass the specification test of Ram-
sey, recursive stability tests for the coefficient ρ and the test CUSUMQ (Annex 8.10). 
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after the occurrence of an inflationary shock, which points to inflation 
persistent in the last period analyzed. 

5.6.2 Half-life of an Inflationary Shock 

To complement the analysis and thus have stronger evidence, we also 
estimate inflation persistence according to the definition of half-life of an 
inflationary shock unit. This comes two autoregressive models: one for the 
variable z and one for the variable z1. According to the econometric tests, 
both models are stable and have normal, non-auto correlated errors. 
The simulation of these unit shocks in the initial month (t = 1) shows the 
following impulse-response functions (figure 8): 

The half-life of both shocks is estimated at one month, as of the shock 
50% is extinguished after that time. The total effect of the disruption is 
completed after 22 months for z and 40 months for z1 (table 6), affecting 
most persistent annualized monthly rates of change in this second case.  

Although the half-life of a shock dissipates quickly, the fact that the 
shock takes a considerable time to extinguish in both models also indi-
cates persistent inflation in the latter subperiod. 

When using the MMPT to estimate the half-life , the inflation persis-
tence is higher: 10 to 11 months and the shock takes about 33 months to 
exhaust (Annex 11), which could be due to the use of annual price 
changes and feedback effects implicit in the functional interrelations that 
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TABLE 6. COSTA RICA: ESTIMATION OF INFLATION PERSISTENCE ACCORDING TO DEFINI-
TION OF HALF-LIFE OF A UNIT INFLATIONARY SHOCK, PERIOD 1997M02-2009M12 

Variable z  Variable z1 

Half life (h) 1 month  1 month 
 

Total adjust  22 months  40 months 

SOURCE: Authors. 
NOTES: The optimal lags for both models initially set from 1 to 20 months, according to final 

prediction error statistics (EPE), Akaike information criterion (AIC) and sequential modified LR test 
statistic (LR). The statistically significant lags finally reduced to 1, 10 and 20, in the case of the z model 
and 1, 7, 10, 19 and 20 for the z1 model, according to the sequential lag exclusion test. 

make up the model. In any case, the results are not entirely comparable, 
because of the multivariate approach, the different sample size (data from 
1991) and the frequency of the data (quarterly observations).35 

6. CONCLUDING REMARKS 

The purpose of this study was to estimate inflation persistence, under-
stood as the speed with which the monthly inflation rate returns to its long 
run equilibrium value of long term after a shock for Costa Rica in the pe-
riod 1953-2009. Under a univariate approach of inflation and a stationary 
autoregressive process for this variable, it is assumed that the equilibrium 
value is the average of the variable throughout the period. 

According to the empirical evidence, if the average rate of inflation 
does not change in the whole period studied, inflation is highly persistent 
(0.78), which is consistent with the evidence for some countries in Latin 
America. However, recognizing that this value breaks depending on struc-
tural changes and internal and external inflationary shocks faced by the 
economy, the estimated inflation persistence in the total period (0.18) re-
duces significantly, although this result can be due to the initial extended 
period of low inflation. 

When studying the most recent period (1997-2009), the estimate of in-
flation persistence is greater (it ranges between 0.31 and 0.42) and there is 
no evidence of structural changes in the average monthly inflation when 
crawling band regime was adopted in October 2006. 
 

35 In the Annex 8.12 there are indirect measures of inflation persistence available in 
the BCCR. 
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It is only possible to detect a structural break due to lower average in-
flation rate from November 2008 when considering the 2003m10-
2009m12 period, although the estimate of inflation persistence does not 
change in statistical terms (0.47). This break is located just over two years 
after adoption of the band, so the contractionary impact on the average 
monthly inflation rate might be picking up both the lagged effect of im-
proving the independence of monetary policy that has been gained over 
time, due to lower BCCR intervention on the foreign exchange market, 
and the impact of lower imported inflation on domestic prices in 2009 
due to the economic contraction and the reduction of commodity prices 
in the international markets, following the global financial crisis. 

By supplementing the analysis with the calculation of the alternative 
definition of inflation persistence as the half-life of a unit shock in the re-
cent period (1997-2009), we find that 50% of the shock is completed 
quickly (one month after it happened), but the total adjustment takes 
considerable time to exhaust (22 to 40 months, according to the defini-
tion used), which also points to persistent inflation. However, if this shock 
is simulated in 2003m10-2009m12 period, the half-life does not change but 
the overall effect of the adjustment is considerably shorter (8 to 11 
months). On the other hand, if the half life is calculated using the BCCR 
Macroeconomic Model for Projection (MMPT) data from 1991, 50% of the 
disruption is consumed after 11 months and the total effect takes 33 
months to extinguish. These greater persistence effects would be due to 
feedback effects present in a multivariate approach and the use of annual 
price changes. 

When we resorted to other evidence not directly comparable of infla-
tion persistence available in the BCCR for different periods and calcula-
tion of alternative definitions of this phenomenon (intrinsic persistence and 
autoregressive coefficients), we obtain estimates in a wider range (0.53 to 
0.93) and long periods of adjustment to inflationary shocks (22 to 33 
months lag). We do not exclude, however, that these indirect measure-
ments overestimate the degree of inflation persistence, given the use of an-
nual price changes. In any case, as stated by Marques (2004), the reliabil-
ity of any estimate of inflation persistence ultimately depends on how re-
alistic is the long-term path of inflation assumed. In this regard, with da-
ta from February 1997 to December 2009, the univariate approach 
adopted in this paper as an estimated proxy for the path of inflation rate 
of 0.85% monthly average (10.6% annualized) and inflation target aver-
age around 10%. 
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Clearly, the main implication for monetary policy is that, given the 
dependence of current inflation not only on long run and short run de-
terminants, but also on past inflationary shocks, the greater the cost of the 
disinflation for the economy and, therefore the longer should be the 
horizon of inflation targets to be defined. 

On the other hand, the control of inflation becomes a more complex 
problem than simply handling a short-term policy rate, gaining signifi-
cance also control the main sources of inflation persistence cited in the 
literature, such as the volatility of inflation itself, the mechanisms of price 
and wage indexation in the economy and changes in the credibility of 
monetary policy, including changes in the inflation target. 

Finally, in a broader sense , economic policy in general may also help 
reduce inflation persistence, through actions aimed at promoting com-
petition in key economic sectors and through the reformulation of pric-
ing policies (valuation cost model and price adjustment patterns or rates 
of regulated goods and services, among others) and deregulation of 
markets. 

Annex 1 

Of the Main Theoretical Causes of Inflation Persistence 

Commonly mentioned sources or causes of inflation persistence in the lit-
erature are: 

— The volatility of inflation itself: Pincheira (2008) argues that the vola-
tility of inflation itself contributes to the persistence, to the extent that 
its trend component is stochastic and present continuous variations. 

— The degree of indexation of prices and wages in the economy: Álvarez 
et al. (2000) argues that indexation mechanisms allows to readjust 
items such as wages or production costs of firms pegging them to the 
consumer price index or the exchange rate, in order to protect prices 
and real wages structure in economies characterized by moderate in-
flation. However, this practice hinders the adjustment of prices to real 
shocks (inflation persistence helps) and increases the costs of reduc-
ing inflation. Also, De Gregorio (1992 and 1995) explains that inflation 
persistence stems from a bias in inflation expectations of economic 
agents, caused by the indexation of prices in the economy. 
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— Changes in the credibility of economic policy: Álvarez et al. (2000) 
cites the work of Calvo and Végh (1994), in which an adjustment pro-
gram based on the exchange rate anchor has credibility problems that 
slows down the convergence of inflation to the target inflation rate. 
For its part, Pincheira (2008) mentions that in Cukierman and Levi-
atan (1992) persistence is explained as a problem of credibility of eco-
nomic agents facing the monetary authority. According to these au-
thors, the credibility problem ends up generating higher inflation ex-
pectations, plus the fact that the monetary authority has no control 
over inflation, which generates a slow stabilization process that results 
in persistent inflation. 

— Frequent changes in the inflation target by the central bank: As noted 
by Marques (2004), assuming that in the medium and long term infla-
tion is determined by monetary policy, then the long-term level of in-
flation corresponds to the inflation target the central bank. Thus, 
movements of the inflation target can be a source of inflation persis-
tence (if the central bank changes its target, it might take time to learn 
about the new target, so that inflation will take longer to converge to 
the target compared to a fixed target). 

Annex 2  

Equation (6) Estimation 

Dependent variable: INFLAMEN 
Method: Least squares 
Date: 03/01/10 
Sample (adjusted): 1953m02-2009m12 
Included observations: 685 after adjustments 
Newey-West HAC standard errors & covariance (lag truncation = 6) 

 Coefficient Standard error t-Statistic Probability 

C 0.201152 0.044858 4.484156 0.0000 
d1 2.188848 0.982819 2.227111 0.0263 
d2 0.763976 0.176535 4.327618 0.0000 
d3 4.428448 0.631953 7.007562 0.0000 
d4 1.121407 0.108985 10.28953 0.0000 
d5 0.645041 0.068049 9.479128 0.0000 
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R2 0.371533 Mean dependent variable 0.917584 
Adjusted R2  0.366891 S. D. dependent variable 1.443632 
S.E. of regression 1.148671 Akaike info criterion 3.123835 
Sum squared residue 893.2650 Schwartz criterion 3.163599 
Log likelihood –1060.790 Hannan-Quinn criterion 3.139224 
F statistic 80.04473 Durbin-Watson statistic 1.807464 
Prob (F statistic) 0.000000   

Annex 3  

Equation (6) Estimation with Inflation’s Lags 

Dependent variable:  
Method: Least squares 
Date: 03/01/10 
Sample (adjusted): 1955m02-2009m12 
Included observations: 659 after adjustments 
Newey-West HAC standard errors & covariance (lag truncation = 6) 

 Coefficient Standard error t-Statistic Probability 

 (–2) 0.068775 0.039476 1.742208 0.0819 
 (–6) 0.299682 0.150851 1.986602 0.0474 
 (–15) –0.072482 0.038847 –1.865833 0.0625 
 (–16) –0.095905 0.041172 –2.329400 0.0201 
 (–21) –0.082722 0.031977 –2.586934 0.0099 
 (–24) 0.089776 0.040958 2.191939 0.0287 

C 0.145428 0.058244 2.496875 0.0128 
d1 1.877183 0.799906 2.346754 0.0192 
d2 0.584961 0.183127 3.194284 0.0015 
d3 3.313143 0.677504 4.890219 0.0000 
d4 0.939556 0.205768 4.566103 0.0000 
d5 0.529849 0.120288 4.404833 0.0000 

   
R2 0.465249 Mean dependent variable 0.939120 
Adjusted R2  0.456157 S. D. dependent variable 1.458533 
S.E. of regression 1.075605 Akaike info criterion 3.001686 
Sum squared residue 748.5314 Schwartz criterion 3.083459 
Log likelihood –977.0554 Hannan-Quinn criterion 3.033384 
F statistic 51.17354 Durbin-Watson statistic 1.860015 
Prob (F statistic) 0.000000   
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Annex 4  

Wald Test of the Equation (6) 

Null Hypothesis Probability Decision 

H0: C(7)=0.20 0.3387 Do not reject H0 
H0: C(8)= 2.19 0.6968 Do not reject H0 
H0: C(9)=0.76 0.3283 Do not reject H0 

H0: C(10)=4.43 0.0997 Do not reject H0 
H0: C(11)=1.12 0.3768 Do not reject H0 
H0: C(12)=0.65 0.3382 Do not reject H0 

SOURCE: Authors. 
NOTE: Chi square test. 

Annex 5  

Equation (5) Estimation 

Dependent variable: Z 
Method: Least squares 
Date: 03/02/10 
Sample (adjusted): 1953m08-2009m12 
Included observations: 677 after adjustments 
Newey-West HAC standard errors & covariance (lag truncation = 6) 

 Coefficient Standard error t-Statistic Probability 

ΔZ(1) –0.086894 0.035998 –2.413861 0.0161 
ΔZ(2)   
ΔZ(3) –0.071059 0.040377 –1.759892 0.0789 
ΔZ(4) –0.184949 0.076282 –2.424534 0.0156 
ΔZ(5) –0.257391 0.141215 –1.822691 0.0688 
Z((1) 0.177804 0.094053 1.890465 0.0591 

   
R2 0.098976 Mean dependent variable –0.000403 
Adjusted R2  0.093613 S. D. dependent variable 1.149009 
S.E. of regression 1.093906 Akaike info criterion 3.024746 
Sum squared residue 804.1363 Schwartz criterion 3.058111 
Log likelihood –1018.876 Hannan-Quinn criterion 3.037663 
Durbin-Watson statistic 1.941354   
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Annex 6  

Equation (1) Estimation 

Dependent variable:  
Method: Least squares 
Date: 03/02/10 
Sample (adjusted): 1953m08-2009m12 
Included observations: 677 after adjustments 
Newey-West HAC standard errors & covariance (lag truncation = 6) 

 Coefficient Standard error t-Statistic Probability 

C 0.201664 0.090765 2.221840 0.0266 
 (–1) 0.198398 0.096122 2.064021 0.0394 
 (–2) 0.175920 0.048674 3.614263 0.0003 
 (–6) 0.408231 0.159779 2.554973 0.018 

     
R2 0.368892 Mean dependent variable 0.923530 
Adjusted R2  0.366079 S. D. dependent variable 1.448234 
S.E. of regression 1.153072 Akaike info criterion 3.128628 
Sum squared residue 894.8064 Schwartz criterion 3.155320 
Log likelihood –1055.041 Hannan-Quinn criterion 3.138962 
F statistic 131.1261 Durbin-Watson statistic 2.003492 
Prob (F statistic) 0.000000   

Annex 7  

Inflation Persistence in Other Countries 

Country Inflation persistence
a
 

Argentina 0.8542
Bolivia 0.8787
Brasil 0.8581
Chile 0.2899
Colombia 0.7874
Ecuador 0.8364
Mexico 0.8548
Peru 0.6657
Uruguay 0.8682
Venezuela 0.7666 

SOURCE: Capistrán and Ramos-Francia (2007). 
a Sum of the autoregressive coefficients (period 

1980m01-2006m06). 
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Annex 8 

Integration Analysis (recent periods) 

INTEGRATION ANALYSIS OF THE MONTHLY INFLATION, PERIOD 1997M02-2009M12 

Variable Option ADF (P-value) PP (P-value) KPSS (LM-Stat) 

Z CCCT 0.0000a 0.0000a 0.119230b,c 

 CCST 0.0000a 0.0000a 0.140111d 

 SCST 0.1152a 0.0001a NA 

D(Z) CCCT 0.0000a 0.0001a 0.128210b,c 

 CCST 0.0000a 0.0001a 0.225912b 

 SCST 0.0000a 0.0000a NA 

Z1 CCCT 0.0000a 0.0000a 0.049261c 

 CCST 0.0000a 0.0000a 0.149769d 

 SCST 0.0000a 0.0000a NA 

D(Z1) CCCT 0.0000a 0.0001a 0.126139b,c 

 CCST 0.0000a 0.0001a 0.259787d 

 SCST 0.0000a 0.0000a NA 

SOURCE: Authors. 
NOTES: For ADF y PP, H0: series has a unit root. For KPSS, H0: series is stationary. NA stands for 

non-applicable. 
a H0 is rejected at the 1%, 5% and 10% significance level. b H0 is rejected at the 10% significance 

level. c Critical values at 1%, 5%, 10%: 0.216; 0.146; 0.119, respectively. d Critical values at 1%, 5%, 
10%: 0.739; 0.463; 0.347, respectively.
 
INTEGRATION ANALYSIS OF THE MONTHLY INFLATION, PERIOD 2003M10-2009M12 

Variable Option ADF (P-value) PP (P-value) KPSS (LM-Stat) 

Z CCCT 0.0000a 0.0000a 0.096327b,c 

 CCST 0.0000a 0.0000a 0.139136d 

 SCST 0.0000a 0.0000a NA 

D(Z) CCCT 0.0000a 0.0001a 0.027418b,c 

 CCST 0.0000a 0.0001a 0.029775b 

 SCST 0.0000a 0.0000a NA 

Z1 CCCT 0.0000a 0.0000a 0.076606c 

 CCST 0.0000a 0.0000a 0.204467d 

 SCST 0.0000a 0.0000a NA 

D(Z1) CCCT 0.0000a 0.0001a 0.025414b,c 

 CCST 0.0000a 0.0001a 0.26835d 

 SCST 0.0000a 0.0000a NA 

SOURCE: Authors. 
NOTES: For ADF y PP, H0: series has a unit root. For KPSS, H0: series is stationary. NA stands for 

non-applicable. 
a H0 is rejected at the 1%, 5% and 10% significance level. b H0 is rejected at the 1%, 5% y 10% sig-

nificance level. c H0 is rejected at the 10% significance level. d Critical values at 1%, 5%, 10%: 0.216; 
0.146; 0.119, respectively. e Critical values at 1%, 5%, 10%: 0.739; 0.463; 0.347, respectively. 
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Annex 9  

Equation (5) Estimation on the Recent Period 

VARIABLE Z 
Dependent variable: Z 
Method: Least squares 
Date: 03/02/10 
Sample (adjusted): 2002m05-2009m12 
Included observations: 92 after adjustments 
Newey-West HAC standard errors & covariance (lag truncation = 3) 

 Coefficient Standard error t-Statistic Probability 

DZ(6) 0.216157 0.065080 3.321420 0.013 
DZ(9) 0.145492 0.076912 1.891673 0.0619 

DZ(19) 0.230376 0.083233 2.767852 0.0069 
DZ(48) 0.169282 0.060851 2.781919 0.0067 
DZ(49) 0.102437 0.061974  0.1020 
DZ(62) –0.126356 0.067888  0.0662 

Z(1) 0.418851 0.078728  0.0000 
     

R2 0.359942 Mean dependent variable 0.005219 
Adjusted R2 0.314761 S. D. dependent variable 0.497465 
S.E. of regression 0.411797 Akaike info criterion 1.136466 
Sum squared residue 14.41406 Schwartz criterion 1.328342 
Log likelihood –45.27745 Hannan-Quinn criterion 1.213909 
Durbin-Watson statistic 2.082335   

 
VARIABLE Z1 

Dependent variable: Z1 
Method: Least squares 
Date: 01/12/10 
Sample (adjusted): 1998m09-2009m12 
Included observations: 136 after adjustments 
Newey-West HAC standard errors & covariance (lag truncation = 4) 

 Coefficient Standard error t-Statistic Probability 

DZ1(18) 0.175474 0.62916 2.789017 0.0061 
DZ1(19) 0.315224 0.056704 5.559140 0.0000 

Z1(1) 0.310072 0.080678 3.843335 0.0002 
     

R2 0.225359 Mean dependent variable 0.010541 
Adjusted R2  0.213710 S. D. dependent variable 0.068594 
S.E. of regression 0.060824 Akaike info criterion –2.739844 
Sum squared residue 0.492046 Schwartz criterion –2.675594 
Log likelihood 189.3094 Hannan-Quinn criterion –2.713734 
Durbin-Watson statistic 1.848883   
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Annex 10  

Inflationary Persistence in the Subperiod 2003m10-2009m12 

In this annex we again test the hypothesis of structural change in the aver-
age monthly inflation after the adoption of the exchange rate band re-
gime in October 2006. This takes into account the same number of obser-
vations before and after that date, so the new period of analysis is 
2003m10-2009m12. 

During this period π and z1 remain stationary (ADF test, PP and KPSS). 
Contrary to the results for other periods, recursive tests detected structur-
al break in the mean and the autoregressive coefficient of π in mid-2008 
and mid-2006 respectively, and in early 2006, both the mean and the coef-
ficient autoregressive z1. Meanwhile, the BIC and statistical test LWZ Bai-
Perron detect a break in mean inflation in November 2008 but not in the 
autoregressive coefficient (figure A.1).  

This break is located a little after two years from the adoption of the 
crawling band regime, so that the contractionary impact on the monthly 
inflation rate could be picking up both the lagged effect of improving the 
independence of monetary policy that has been gained over time, due to 
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lower BCCR intervention on the foreign exchange market,36 as the impact 
of lower imported inflation on domestic prices in 2009 (due to problems 
with internal and external economic activity, following the international 
financial crisis), lower inflation expectations, nominal depreciation and 
lower pass-through to prices and improved supply of agricultural products 
(BCCR, 2010). 

The variant monthly inflation average for the periods 2003m10-
2008m11 and 2008m12-2009m12 is estimated at 1.0% and 0.27% respec-
tively.37 From this result, the variable z is redefined as inflation less this 
new average monthly variation in time. The variable z1 continues to de-
fine as before. With both variables, definitions of inflation persistence 
were recalculated (Table A.1). 

The Wald coefficient restriction test, made on the basis of the evidence 
in table A.1, reveals that the estimated degree of persistence (coefficient  

TABLE A.1. COSTA RICA: ESTIMATES OF INFLATION PERSISTENCE (PERIOD 2003M10-
2009M12) 

Variable z Variable z
a
 

ρ 
a
 

 

“Mean life” 
b

 ρ 
a
 

 

“Mean life” 
b

 

50% initial 100% (total) 50% initial 100% (total) 

0.47 
(0.12) 3/ 

Lag: 4,10,15,29,33 
1 month 8 months 

0,39 
(0.10)c 

Lag: 18,19 
1 month 11 months 

SOURCE: Own elaboration. 
a The OLS estimates, with robust standard errors NW-HAC, have stationary, normal, homoscedas-

tic, and non-correlated residuals. Models passed the Ramsey specification test, recursive stability tests 
for the  coefficient and the CUSUMO test. b The autoregressive model for z is defined with 1, 4 and 6 
significant lags, and for z1 with 1, 4, 6 and 8. Errors are distributed as a normal multivariate probabil-
ity density, are homoscedastic and are not autocorrelated. c Robust standard errors according to the 
covariance Newey-West estimator (heteroskedasticity and autocorrelation consistent –HAC– covari-
ances). 

 
36 In mid-November 2008 to mid-August 2009 the exchange rate was intermittently 

separating the roof of the exchange rate band and from that date keeps swinging freely in-
side without the intervention of the BCCR in market wholesale exchange (MONEX). This 
pointed to a lower variability of the money supply driven by the behavior of the ex-
change rate. 

37 The corresponding average inflation rates are annualized, in order, 12.8% and 
3.3%. Estimates are as equivalent as in equation (6), using a variable dummy that takes a 
unit value during 2009m12-2008m12, and zero otherwise. As before, lags added to this 
equation is controlled for autocorrelation and coefficient restriction tests found no statis-
tical changes in the estimated coefficients, which keeps its significance. 
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ρ) does not change in statistical terms between the subperiods studied 
(1997m02-2009m12 and 2003m10-2009m12) regardless of using the var-
iable (z) or the variable (z1). Moreover, direct estimation of the half-life 
(50% of the initial shock) with (z) and (z1) indicates that the persis-
tence does not change (remains invariant at 1 month) in the different 
subperiods, although the adjustment period for the remaining 50% of 
the shock to be extinguished reduces substantially in the 2003m10-
2009m12. 

In short, structural change is detected in the average monthly infla-
tion in November 2008, but the estimate of ρ does not change in statistical 
terms in this subperiod, although the adjustment period for the remain-
ing 50% of the shock unit is extinguished is reduced, thereby reducing 
the persistence according to half-life definition.  

Annex 11  

Half-Life of an Inflationary Shock Using the MMPT Model 

When the effect of an inflationary shock unit is simulated using quarterly 
data from 1991, covering all the functional relationships implicit in the 
Macroeconomic Model for Quarterly Projection (MMPT)-BCCR (Muñoz 
and Tenorio, 2008), half-life of the disruption is estimated between 10 and  
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11 months and the other half of the disruption shows that takes about 33 
months to extinguish (figure A.2).38 

Although these results are not directly comparable with the estimate 
of half-life unit shock generated with VAR models for the variables (z) and 
(z1), given the difference in methodologies, sample size and data fre-
quency, it should be noted that most of the estimated inflation persistence 
is due to feedback effects implicit in the functional interrelations that 
make up the MMPT. Moreover, these results are consistent with the above 
mentioned of the annual rates of change in the CPI tend to overestimate 
the degree of persistence. 
Annex 12  

Indirect Measures of Inflation Persistence Available in the BCCR 

In the international empirical literature is usual to use new hybrid models 
of inflation in the short term Keynesian Phillips curve type, to show three 
sources of inflation persistence (Whelan, 2004): 

— Intrinsic persistence (essential): occurs when firms partially index prices 
of their products at prices that prevailed in previous periods. Thus, in-
flation in the current period is influenced by past inflation in the 
model of the Phillips curve. 

— Expectations-based persistence takes place when expectations are not ra-
tional and economic agents do not have perfect information about the 
economy and the functional relations between key macroeconomic 
variables. Then, when an unexpected inflation shock occurs, they do 
not know if this is temporary or permanent, so that in its attempt to 
determine its nature and the best way they could react, they use the 
history of inflation to predict future inflation. This effect is reflected 
in the coefficient of expectations in the Phillips curve. 

— Extrinsic persistence (not essential): arises when companies do not react 
at the same time by changing their product prices to changes in eco-
nomic conditions. This lack of synchrony in pricing can lead to infla-
tion becoming persistent. This effect is reflected in the coefficient 

 
38 The estimate of the effect the disruption took place at the Economic Research De-

partment of the BCCR. 
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associated with the output gap or the real marginal cost in the Phillips 
curve. 

To estimate these sources of persistence and other alternative means of 
this concept, using semi-structural multivariate models (Phillips curve im-
plied by the MMPT) and partial (own estimate of the Phillips curve, model 
of pass through, and fiscal model) and as simple univariate models (ARMA 
models) previously estimated in the BCCR and own estimates (Table A.2). 

TABLE A.2. COSTA RICA: INERTIA AND ALTERNATIVE MEASURES OF INFLATION PERSIS-
TENCE INDIRECT APPROACHES. UNIVARIATE AND MULTIVARIATE APPROACHES TO IN-
FLATION 

 
Models 

 
Approach 

 
Period 

Inflation  
measurements 

Alternative  
measuremets 

New hybrid  
  Phillips curve  
  (MMPT)a 

Semiestructural 
multivariate 

1993Q1–2009Q3 12-month  
acumulated  

(quarterly data) 

0.32 Intrinsic  
persistence 

    0.57 Expectations-
based persistence 

    0.19 Extrinsic  
persistence 

New hybrid  
  Phillips curve  
  (own estimation)b 

Parcial  
multivariate 

1997Q1–2008Q4 12-month  
acumulated  

(quarterly data) 

0.53 Intrinsic  
persistence 

    0.53 Expectations-
based persistence 

    0.89 Extrinsic  
persistence 

Pass-through  
  (Castrillo and  
  Laverde, 2008)b 

Parcial  
multivariate 

1991m12–
2007m12 

Semester ahead 0.82 Inflationary 
inertia 

Fiscal treasury bill  
  model (Durán  
  and Rojas, 2007) 

Parcial  
multivariate 

1996m09–
2007m04 

12-month  
acumulated  

(quarterly data) 

0.91 Autoregressive  
coefficient sum 

ARMA (1.1)  
  (Muñoz, 2088) 

Univariate 1996m01–
2008m12 

12-month  
acumulated  

(quarterly data) 

0.87 Autoregressive  
coefficient  

ARMA (2.0)  
  (Rodríguez,  
  2009) 

Univariate 1996m01–
2009m09 

12-month  
acumulated  

(quarterly data) 

0.93 Autoregressive  
coefficient sum 

SOURCE: Authors. 
a Preliminary estimates by GMM estimates used in the recent inflation report. Explanatory varia-

bles: inflation leads and lags, inflation expectations one year lagged output gap and imported infla-
tion. b Estimated by GMM own. Explanatory variables: lagged inflation, one year ahead inflation expec-
tations and lagged output gap. Instruments: lags of the inflation and oil prices. 
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Again we see that in fact the coefficients are not comparable, but can 
give a rough idea about the maximum range of variation of these indirect 
measures of inflation persistence, since the rates of change of inflation 
used overestimate this effect. The intrinsic persistence is estimated at be-
tween 0.32 and 0.53 and inflationary inertia 0.82. The autoregressive co-
efficients, in turn, are around 0.9. Considering the current samples are 
observed between 0.53 and 0.93, which contrasts with the direct estimate 
of inflation persistence (ranging between 0.31 and 0.42) in the recent 
period. 
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How Persistent is Inflation in Argentina?:  
Inflation Regimes and Price Dynamics  

in the Last 50 Years 

Laura D’Amato and María Lorena Garegnani* 

1. INTRODUCTION  

A key aspect of inflation dynamics for the monetary policy is persistence, 
which is merely a measure of the speed at which inflation returns to its 
trend value after a shock. If inflation is a very persistent process, shocks to 
this variable take much longer to revert, and causing a disinflation may be 
a highly costly process in terms of activity level. 

The empirical evidence favored for a long time the perception of in-
flation as a highly persistent process, near to a random walk. The New 
Keynesian models on which the monetary policy modeling is currently 
based, settled on assumptions of monopolistic competition and price ri-
gidity, generate an inflation dynamics which is, nevertheless, forward-
looking. Since the empirical evidence suggested that inflation is highly 
persistent, there has been a tendency to include persistence when model-
ing inflation, in some cases, completely ad hoc.1  

 
* Banco Central de la República Argentina (BCRA). The authors thank Hildegart Ahu-

mada and Daniel Heymann for their valuable contributions to previous versions of this 
paper, as well as participants at XII CEMLA Annual Meeting of the Central Bank Re-
searchers Network, November 2008, and the XLIII AAEP Annual Meeting, November 
2008, for their comments and recommendations. The views expressed here are solely our 
own and should not be interpreted as those of the BCRA. 

1 See Furher and Moore (1995), Galí and Gertler (1999), Furher (2006) and also 
Walsh (2003), for a very good review of the literature. 
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This discrepancy between data and theory has recently encouraged 
the production of abundant empirical evidence. This evidence, based on 
data including high and low inflation periods, indicates that persistence is 
not an inflation-inherent phenomenon but, on the contrary, it seems to 
vary in relation to trend inflation breaks. These breaks usually coincide 
with changes in the monetary regime.2  

However, the concept of regime has remained fairly vague in the liter-
ature because it is an unobservable associated to institutional factors defin-
ing a framework for interactions between economic policy and private 
agents, influencing the creation of expectations and decision-making by 
such agents. We will try to identify regimes based on the results deriving 
from such interactions. In particular, it may be thought that trend infla-
tion may be a proxy of the prevailing monetary regime.3 

In this paper, we study aggregate inflation dynamics and, in particu-
lar, the phenomenon of inflation persistence in Argentina during the 
1961-2006 period. We analyze the relation between changes in trend infla-
tion and in its autoregressive component and monetary regime changes. 

The assumption of a constant long-term value for trend inflation is 
undoubtedly implausible for an economy such as Argentina, which expe-
rienced moderate inflation in the 1960s and high inflation in the 1970s 
and 1980s, when monetary policy was strongly limited in its role of con-
trolling inflation due to persistent fiscal imbalances entailing high fiscal 
dominance. This high inflation regime resulted, by the end of the 1980s, 
in a hyperinflationary episode after which Argentina adopted a currency 
board regime, known as Convertibility. During this period monetary poli-
cy was essentially passive and inflation dynamics was governed, to a large 
extent, by external factors. Inflation remained at reduced levels during 
such period, ending up in the abandonment of such regime in January 
2002. After the abrupt peso devaluation, inflation accelerated, and 
reached a peak in April 2002, returning then to lower values, even though 
above the average levels observed during the Convertibility regime. 

 
2 See Marques (2004), Levin and Pigier (2004), Altissimo et al. (2006), and Angeloni 

et al. (2006), among others, for European economies, and Cogley and Sargent (2006) and 
Cogley and Sbordone (2007) for the United States. 

3 This is the approach taken by recent literature studying the effects of assuming a pos-
itive trend inflation under standard New Keynesian models. See to this respect Kiley 
(2006), Blake and Fernández-Corugedo (2006), and Ascari and Ropele (2007), among 
others. 
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2. INFLATION PERSISTENCE IN THE LITERATURE  

Trend inflation can experience discrete breaks due to changes in the 
long-run determinants of inflation. There is agreement in monetary theo-
ry that the long-run value of inflation is closely related to money growth.4 
In this regard, the long-run values of inflation and money growth are not 
independent of the importance assigned by monetary policy to the goal of 
stabilizing inflation at a low and stable value. Therefore, the long-run val-
ues of inflation and money growth should not be expected to be constant 
but, rather dependent on the monetary regime.5 In this respect, the em-
pirical evidence indicates that, under regimes of fiscal dominance, trend 
inflation as well as money growth are high.6 On the contrary, once mone-
tary policy is less conditioned by fiscal policy and is able to fulfill its role of 
providing the economy with a nominal anchor, trend inflation tends to 
decline. Economies may also experience high inflation rates if there are 
incentives to monetary policy for exploiting the trade-off between growth 
and inflation persistently.  

In spite of the fact that changes in trend inflation seem to be empiri-
cally relevant for inflation dynamics, the New Keynesian models used for 
monetary policy modeling, focused on short-run fluctuations of inflation 
and output, generally assume a zero inflation rate for the steady state, set-
ting aside the possibility that long-run inflation may be positive and even-
tually variable over time. 

At the same time, microeconomic models with nominal rigidities 
providing a theoretical basis for a Phillips curve (Taylor, 1980; Calvo, 
1983, and Rotemberg, 1982) generate persistence in the price level, but 
not in inflation. This feature of these models is not aligned with the em-
pirical evidence, which suggests that inflation is a highly persistent pro-
cess. Therefore, authors such as Furher and Moore (1995) and Galí and 
Gertler (1999) propose to include an intrinsic component of persistence 
in inflation. 

Recently, Cogley, Primicieri and Sargent (2007), Cogley and Sobor-
done (2007) and Sbordone (2006) have shown for the United States that 

 
4 See Walsh (2003) in this respect. 
5 According to Heymann and Leijonhufvud (1995) a policy regime can be character-

ized by the behavioral pattern of the interactions between policy makers and private 
agents, which supports the later expectations formation and decisions. 

6 See Heymann and Leijonhufvud (1995) and Walsh (2003) for a detailed discussion 
of the relation between monetary and fiscal policy. 
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inflation persistence may be explained by the presence of a trend inflation 
that is variable over time. Simultaneously, Benati (2006) and Altissimo et 
al. (2006) show, for a significant number of countries, that the degree of 
inflation persistence has varied over time and has been lower in periods 
when the monetary policy was able to stabilize inflation at reduced levels. 

2.1 Inflation Persistence: Conventional Measures  

Inflation persistence can be defined as the speed at which inflation re-
turns to its long-run value after a shock. 

The most widely used persistence measure in the literature is the one 
proposed by Andrews and Chen (1994). 

Taking into account inflation as a stationary process AR(p) 

(1)                                                  
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Andrews and Chen propose as a persistence measure the sum of the auto-
regressive coefficients in (1) 
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Marques (2004) and Angeloni et al. (2006) emphasize the fact that the 
persistence concept is associated to the speed at which inflation returns to 
its long-run value after a shock. In this sense, Marques (2004) suggests that 
a proper representation of this process would be to rewrite (1) as an equi-
librium correction mechanism in terms of deviation from its long-run 
value. 
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,  

is the unconditional mean of inflation. The higher the absolute value of 
 , the slower inflation returns to its equilibrium value. A critical issue to 
be determined prior to calculation of any persistence measure is whether 
it is appropriate to assume a constant long-run value for inflation. 
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3. INFLATION PERSISTENCE AND MONETARY REGIMES  

3.1 Inflation Dynamics in Argentina  

As we previously mentioned, the assumption of a constant equilibrium 
value for the inflation rate is not reasonable in the case of Argentina. In 
this respect, Capistrán and Ramos-Francia (2006) provide evidence on in-
flation persistence for the ten largest countries of Latin America and find 
that, in the Argentine case, the degree of inflation persistence decreased 
between 1980m1 and 2007m2. 

As shown in Figure 1, a simple visual inspection suggests that the 
trend inflation experienced substantial changes between 1961 and 2006. 

During the 1960s, inflation in Argentina remained at moderately high 
levels. Successive devaluation episodes imposed an increasing trend to in-
flation. After the inflationary outbreak known as Rodrigazo, in 1975, infla-
tion increased substantially and did not return to its previous level. High 
inflation was a phenomenon widely spread in Latin America during the 
1970s and 1980s. The monetary financing of fiscal imbalances was a com-
mon feature among the countries that went through hyperinflationary ep-
isodes such as Argentina. 

Nevertheless, the Argentine case presents some particular features. 
Since mid-1970s, the public sector maintained high budget deficits. By the 
end of such decade, a crawling peg to the US dollar was adopted, a scheme 
that attempted to a convergence of domestic to international inflation. In 
those years, like in other economies in the region, Argentina started a 
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process of trade and financial liberalization. The peso experienced a per-
sistent real appreciation and the economy ran into sustained current ac-
count deficits. The sharp increase in the international interest rate in 
1982 led to a severe debt crisis in the region, which seriously damaged Ar-
gentina. The peso was devaluated and the government took over a signifi-
cant portion of private external debt, what deepened the already existent 
fiscal imbalances. In the following years, inflation accelerated significant-
ly. In 1985, an attempt to stabilize inflation through a program known as 
Plan Austral resulted in a temporary reduction of the inflation rate. The 
program did not succeed and inflation accelerated afterwards, ending up 
in two hyperinflationary episodes in 1989 and 1990. 

In April 1991, the adoption of a currency board regime and a hard 
peg to the US dollar by law, managed to anchor inflation expectations and 
caused a permanent reduction of the inflation rate that, for such decade, 
was on average near zero. The adoption of this policy scheme was accom-
panied by a drastic reform of the public sector including the privatization 
of the main public enterprises. The country gained access to international 
financial markets and, with better fiscal results at the beginning, the gov-
ernment replaced monetary financing with the issue of debt in interna-
tional markets. This policy combination was successful in anchoring infla-
tion expectations and stabilizing inflation at very low levels. However, the 
fiscal reform was incomplete. With an overvalued domestic currency, the 
country started to experience persistent current account deficits, increas-
ing its external debt, both private and public. After the Asian crisis in 
1997 and the Russian crisis in 1998, the economy entered a prolonged re-
cession. The Brazilian devaluation of January 1999 led to a deepening of 
the recession. Increases in international interest rates led to a higher bur-
den of interest payments in the fiscal accounts, while at the same time tax 
revenues decreased due to the recession. The government and the private 
sector’s external debt increased over time and began to be perceived as 
unsustainable. Toward 2001, a financial and external crisis broke out, 
which resulted in the abandonment of the Convertibility regime and a de-
valuation of the Argentine peso, entailing a dramatic change in relative 
prices and resulting in inflation acceleration, which reached a peak in 
April 2002, to then decrease, even though at a slightly higher level than 
that prevailing under the Convertibility regime. By the end of 2004, when 
the economy started to recover on a sustained basis from the recession it 
had been immersed in for several years, inflation began to slightly accel-
erate up to the end of the sample. 
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3.2 Descriptive Analysis  

The brief description of the historical inflation behavior in Argentina 
in the preceding Section suggests the presence of important structural 
breaks and disruptive episodes such as hyperinflations. 

However, it is reasonable to expect that shocks to this variable have no 
permanent effect, to the extent that macroeconomic policy in general and 
monetary policy in particular acts providing the economy with some nom-
inal anchor to stabilize inflation. In this sense, it is expected for unit root 
tests to reject the null hypothesis of a unit root for inflation when its time 
series properties are studied for a sufficiently long period of time. Howev-
er, as stated in Section 2, it is possible for trend inflation to experience 
changes throughout long periods of time, if economies are subject to re-
gime changes. In this case, no stationary behavior may be expected for 
this variable, but attributable to changes in its long-run value and not to 
the presence of a unit root. 

In this section, we review the time series properties of inflation and as-
sess the presence of breaks in its mean value. In the next section, we use 
different techniques to identify the presence of breaks both in the mean 
and in the autoregressive component of inflation, for the purpose of iden-
tifying and controlling for them in the calculation of measures of inflation 
persistence. 

From Table 1, it can be seen that both the mean and volatility of infla-
tion changed across the sample. In this respect, the descriptive statistics 
for the complete period are not informative about inflation behavior 
from 1961 to 2006. It is possible to identify a low inflation period from 1961 

TABLE 1. DESCRIPTIVE ANALYSIS OF MONTHLY INFLATION, 1961-2006 (%) 

Period Mean Standard deviation 

1961m01-1975m05 0.021895 0.030503 

1975m06-1976m05 0.181004 0.080249 

1976m06-1979m12 0.077641 0.022908 

1980m01-1989m03 0.103108 0.061452 

1989m04-1990m03 0.443025 0.299911 

1990m04-1991m02 0.113582 0.051173 

1991m03-1992m12 0.020829 0.021575 

1993m01-2006m12 0.004420 0.010522 

1961m01-2006m12 0.051648 0.092957 
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to 1975m05, then a severe inflation episode, known as Rodrigazo, be-
tween 1975m06 and 1976m05, followed by a high inflation period from 
1976m06 to 1979m12 and a very high inflation one between 1980m01 
and 1989m03. 

From 1989m04 to 1990m03 there were two hyperinflationary epi-
sodes, then there was a transition period between 1990m04 and 
1991m02, followed by a disinflation period from 1991m03 to 1992m12 
after the implementation of the Convertibility regime. Both, the Rodri-
gazo and the hyperinflation episodes as well as the transition and disin-
flation periods are considered in this analysis as temporary episodes of 
little interest for the study of a phenomenon such as persistence, and 
therefore, they are set aside or controlled when calculating measures of 
inflation persistence. 

The rest of the sample, covering the 1993m01-2006m12 period, seems 
to be, from a statistical point of view, a low inflation period, briefly inter-
rupted by an inflationary episode after the peso devaluation in January 
2002. As can be seen in Figure 1 in the preceding section, the peak in in-
flation caused by the devaluation in January 2002 turns out to be insignifi-
cant if compared to the hyperinflation values. However, there was a mon-
etary regime change in this period whose effects on inflation dynamics 
cannot be captured by the descriptive analysis. We will study it more in 
depth in the following sections.  

In order to analyze the time series properties of inflation and assess 
the presence of breaks in its mean value, the Dickey-Fuller’s test was used 
to evaluate the presence of a unit root, controlling for the significance of 
the constant and a deterministic trend (see Table 2). In all cases the pres-
ence of a unit root is rejected. These tests allow verifying that from 
1961m01 to 1989m03 the inflation mean was significantly different from 
zero (positive). On the contrary, the null hypothesis of a mean equal to 
zero between 1993m01 and 2006m12 is not rejected. Besides, no statisti-
cally significant deterministic trend is identified in either period. 

TABLE 2. DICKEY-FULLER TEST, 1961-2006 

Period H0: unit root 

1961m01-1989m03 –4.86a 

1993m01-2006m12 –4.749a 

1961m01-2006m12 –2.718a 

a H0 is rejected at 1% of significance. 
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These results suggest that even though inflation does not have a unit 
root, it can neither be considered a stationary process, to the extent that 
significant changes are identified in its mean value. In the following sec-
tion, we complement the descriptive analysis with tests assessing the pres-
ence of structural breaks both in the mean and in the autoregressive 
component of inflation rate. 

3.3 Assessing the Presence of Breaks in Trend Inflation  

In the following two sections, the purpose is to identify the presence 
of breaks both in the mean and in the autoregressive component of infla-
tion and to study their relation with the occurrence of changes in the 
monetary regime. This is done through a recursive analysis and by imple-
menting the Bai-Perron test. 

3.3.1 Recursive Analysis  

First, we recursively estimate Equation (1) and evaluate the presence 
of breaks both in the constant and in the autoregressive coefficient, using 
structural change tests. In Figure 2, panels A and B show that both coeffi-
cients, constant and autoregressive component, are outside the interval of 
±2 times the previous standard deviations in the surroundings of the infla-
tionary episode known as Rodrigazo, in 1975, and the hyperinflations. 
Chow tests, in Figure 2, panels C and E. (forecast horizon descendent, as-
cendant and one-step), confirm the presence of a break at the 5% critical 
value in the Rodrigazo episode and in the hyperinflation period. 

To sum up, there is evidence of a change in inflation dynamics in the 
surroundings of the Rodrigazo inflationary episode and the hyperinfla-
tion episodes that ended up in the adoption of the Convertibility regime. 
Probably due to the magnitude of the hyperinflationary episodes, and to 
the volatility generated by them, it is not possible to identify a significant 
break in inflation dynamics after the abandonment of such regime. 
Therefore, we study such subperiod separately below. 

3.3.2 Assessing the Presence of Multiple Breaks: The Bai-Perron Test  

In order to evaluate the presence of multiple structural breaks in in-
flation dynamics we use the test developed by Bai and Perron (2003). In 
relation to the preceding analysis, the Bai-Perron methodology is more  
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general. It allows identifying the presence of multiple breaks, and propos-
es tests to evaluate the null hypothesis of no breaks vs. the presence of 
multiple breaks, as well as a procedure to assess the null hypothesis of n 
breaks versus n + 1 breaks. It also generates confidence intervals for dates 
of break, thus allowing data and errors to have different distributions 
among the segments into which the test separates the sample, or eventual-
ly imposes a common distribution. This flexibility is interesting in the Ar-
gentine case given the assumption of a non-constant variance throughout 
the period under study.  

We conducted the test assessing the presence of breaks in the mean 
(3.A) and in the mean and autoregressive coefficient (3.B). Results are 
shown in Table 3. 

We started by considering the possibility of up to five breaks in the 
mean (3.A) and in the mean and autoregressive coefficient (3.B). The four 
tests reported in Table 3 identify the presence of three breaks at the 1% 
level of significance. The different criteria proposed by Bai and Perron: 
SupF sequential procedure, Bayesian information criterion (BIC) and Liu, 
Wu and Zidek (LWZ) confirm that in the case of the mean, three breaks 
are identified: in November 1974, which may be associated to the infla-
tionary episode known as the Rodrigazo, June 1982, associated to the debt 
crisis, and the adoption of the Convertibility regime in April 1991. Confi-
dence intervals for breaks were calculated allowing for heteroskedasticity 
and serial correlation in the residuals. 

When assessing changes in the mean and the autoregressive coeffi-
cient, the test identifies breaks in September 1974, August 1982 and July 
1989. The first two are in the surroundings of those identified for changes 
in the mean, whereas the last one corresponds to the beginning of the 
first hyperinflationary episode. 

4. INFLATION PERSISTENCE  

Taking into account the previous descriptive analysis and considering the 
breaks identified both in trend inflation as well as in its autoregressive 
component in subsections 3.3.1 and 3.3.2, we construct a non-constant 
mean for inflation, to then estimate an autoregressive model according 
to Equation (3). Here, we follow Marques (2004) and use dummy varia-
bles to identify changes in trend inflation as suggested by the descriptive  
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TABLE 3. BAI-PERRON TEST (1961M01-2006M12) 

A. Changes in Mean (1) 

 Tests  

 SupF T(3) UDmax WDmax SupF T(2/3)  

 100.2013 100.2013 135.3968 102.4602  

 Number of breaks  

 Sequential BIC LWZ  

 3 3 2  

 Dates of breaks  

 T1 T2 T3  

 November 1974 June 1982 April 1991  

 Estimated parameters  

 1
 2

 3
 4  

 0.0209 0.0954 0.1928 0.0239  

B. Changes in Mean (1) y autoregressive coefficient (1) 

 Tests  

 SupF T(3) UDmax WDmax SupF T(2/3)  

 143.5629 311.7505 311.7505 106.8836  

 Number of breaks  

 Sequential BIC LWZ  

 3 3 2  

 Dates of breaks  

 T1 T2 T3  

 September 1974 August 1982 July 1989  

 Estimated parameters  

 1 ;  1 2 ;  2 3 ;  3 4 ;  4  

 –0.1192 
0.0233 

0.0380 
0.5911 

–0.0602 
1.5453 

0.0141 
0.3778 
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analysis in previous sections. Thus, the inflation values estimated accord-
ing to Equation (5) represent the trend inflation shown in Figure 3.7  

(5)      
1 2 3 4 5(0 0023) (0 0235) (0 0037) (0 008) (0 1463) (0 0805)( )

6 7 8(0 0157) (0 0025) (0 008)

0 0219 0 1591 0 0499 0 0965 0 6575 0 3029

       0 0917 0 0171 0 0352


     

  

            

     

t
HCSE

d d d d d

d d d
 

According to equation (5) and to linear restrictions tests, a positive 
and statistically different from zero value (2.2% monthly) for trend infla-
tion is obtained between January 1961 and May 1975, of 18.1% between 
June 1975 and May 1976, of 7.2% between June 1976 and July 1982 and of 
11.7% between August 1982 and March 1989. During the two hyperinfla-
tionary periods, there is a 67.9% mean from April to September 1989 and 
32.5% from August 1989 to March 1990, which goes down to 11.4% from 
April 1990 to February 1991. After the adoption of the Convertibility re-
gime, the inflation rate decreased sharply, resulting statistically not dif-
ferent from zero until the end of the sample. However, during this last pe-
riod and after the abandonment of the Convertibility regime in January 
2002, inflation accelerated after the sharp peso devaluation, reaching a 
10% monthly peak in April 2002, to then decelerate. Nevertheless, this in-
flation outbreak is small if compared to the Rodrigazo and the hyperinfla-
tionary episodes. When assessing the linear restriction of a different mean 

 
7 Where d1 corresponds to a dummy variable for the 1975m06-1976m05 period, d2 for 

1976m06-1982m07, d3 for 1982m08-1989m03, d4 for 1989m04-1989m07, d5 for 1989m08-
1990m03, d6 for 1990m04-1991m02, d7 for 1991m03-2006m12 and d8 for 2002m01-2002m08. 
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from January to August 2002 with respect to the 1991-2006 period, we are 
close to rejecting the null hypothesis of equal means, and this suggests 
that this transition period may be considered an outlier within the low in-
flation period and, in this sense, it is reasonable to control for its pres-
ence, since it is a transitory episode. Section 4.1 studies separately and in 
depth the low inflation period, setting aside the disinflation period fol-
lowing the implementation of the Convertibility regime and when doing 
so, it is possible to detect changes in trend inflation after the adoption of a 
managed float regime.  

In addition, the presence of positive deterministic trends in the high 
inflation period was evaluated. Equation (6) incorporates both trends to 
(5).8 

(6)   
   

1 2 3 4 5(0 0023) (0 0235) (0 0037) (0 0061) (0 1465) (0 0805)( )

6 7 8 1(0 0157) (0 0025) (0 0082) 0 0003 0 001

0 0219 0 1591 0 0499 0 0406 0 6575 0 3029

            0 0917 0 0171 0 0352 0 0049 0 0055


     

    

            

         

t
HCSE

d d d d d

d d d t t2

 

Having obtained a non-constant mean for inflation (t ), according to 
(6), the following step is to calculate deviations of inflation with respect to 
such mean, which we will call tz , to then estimate Equation (3) and calcu-
late a persistence measure considering a non-constant mean. In Table 4, 
we compare the persistence measure obtained from the estimation of 

 
8 Where t1 corresponds to a deterministic trend for 1982m07-1985m06 and t2 for 

1987m01-1988m08 periods. 
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equation (3) using a non-constant mean (t ) with respect to the measure 
obtained if a constant mean (  ) is assumed. 

It can be seen from Table 4 that assuming a constant mean, inflation 
would be a highly persistent process (0.78). On the contrary, if we allow 
for a non constant mean, the degree of persistence reduces remarkably 
(0.31). Both persistence measures are statistically different, and this allows 
us to conclude that once breaks in the inflation mean are identified and 
controlled, inflation appears to be a rather less persistent process. 

TABLE 4. INFLATION PERSISTENCE, 1961m01-2006m12 

 No changes in mean Changes in mean 

 0.78 0.31 

HCSE (0.156) (0.106) 

 (1 lag) (1 lag) 

A second issue to evaluate is if, associated to changes in the inflation 
mean, changes are also identified in the autoregressive component of the 
series. Both, the recursive analysis and the Bai-Perron tests presented in 
the preceding section, identify changes in the autoregressive coefficients 
of inflation associated to breaks in the mean. Recent evidence for other 
countries suggests that once inflation is reduced, its degree of persistence 
decreases.9 

In order to calculate a persistence measure that takes into account the 
previously identified changes in inflation dynamics, we estimate an auto-
regressive model of tz  (inflation deviations from its non-constant mean 
estimated according to equation 6) including dummies multiplying the 
levels and differences of tz : equation 7 shows the estimated model and 
Table 5 presents the persistence measures obtained as from such equa-
tion.10 

(7)          1 1 1' 1 1 1 2 ' 10 009 0 006 0 080 0 165 0 016( )
0 051 0 057 0 171 0 419 0 064        

            t t t t t t
HSCE

z z z d z d z d z
 

                  
         2 ' 1 3' 1 4 ' 1 5' 1 6 ' 10 104 0 162 0 172 0 115 0 095
0 214 0 824 0 676 0 360 0 283        

            t t t t td z d z d z d z d z  

 
9 See in this respect Angeloni et al. (2006), and Capistrán and Ramos Francia (2006). 
10 In (7), d1, corresponds to 1961m01-1975m05, d1, as in (5) to 1975m06-1976m05, d2, 

to 1976m06-1979m12, d3, to 1980m01-1989m03, d4, to 1989m04-1990m03, d5, to 1991m03-
1992m12 and d6, to 1993m01-2006m12. 
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Results indicate that except for the Rodrigazo episode, inflation was 
not much persistent until the 1980s. 

During the high inflation period, between 1980m01 and 1989m03, the 
inflation process is highly persistent (0.93), a value even greater than that 
obtained when a constant mean is assumed for the whole sample. Subse-
quent periods in Table 5 correspond to the two hyperinflationary epi-
sodes (1989m04-1990m03), transition (1990m04-1991m02) and the disin-
flation (1991m03-1992m12) following the implementation of the Convert-
ibility regime. Even though we are not interested in measuring the degree 
of inflation persistence in such episodes, we had to control for them in 
the estimation to properly measure persistence in relevant periods. Dur-
ing the low inflation period, the degree of persistence is markedly reduced 
to 0.39. 

TABLE 5. INFLATION PERSISTENCE, 1961m01-2006m12 

1961m01-1975m05 0.2791 

1975m06-1976m05 0.5277 

1976m06-1979m12 0.3863 

1980m01-1989m03 0.9323 

1989m04-1990m03 0.7843 

1990m04-1991m02 0.1077 

1991m03-1992m12 0.4676 

1993m01-2006m12 0.3910 

To sum up, the preceding analysis indicates significant changes both 
in the inflation mean and its autoregressive component during the period 
under analysis. Controlling for these changes, we find that inflation was a 
little persistent process in the 1960s and part of the 1970s, and a highly 
persistent process in the high inflation period (near to a random walk). 
After the two hyperinflationary episodes Argentina underwent by the end 
of the 1980s, inflation persistence sharply declined once inflation became 
stable at significantly lower levels. There is also evidence that changes 
both in the mean and in the autoregressive component are related to the 
Rodrigazo episode and the adoption of such a peculiar regime as the 
Convertibility. The fact that inflation dynamics became close to the behav-
ior of a random walk during the high inflation period seems to be con-
sistent with the difficulties found by economic policy during such period 
to anchor inflation expectations and make inflation return to a long-run 
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equilibrium value. Undergoing such a traumatic episode as hyperinflation 
seems to have generated the necessary adjustments, mainly on the fiscal 
side, so that an anchorage such as the currency board regime (Converti-
bility) managed to stabilize the inflation rate at very low levels. The 
change of regime entailed by the abandonment of such currency scheme 
cannot be captured when an atypical period such as hyperinflation is in-
cluded; therefore, the 1993-2006 subperiod is analyzed separately in the 
following section. 

4.1 A Detailed Analysis of the Low Inflation Period  

As stressed in the previous section, the dramatic volatility entailed by the 
hyperinflationary episode restricts the possibility of identifying additional 
breaks in the inflation series and, in particular, the potential break associat-
ed to the abandonment of the currency board regime, and the adoption of a 
managed float regime in 2002. Therefore, in this section we analyze sepa-
rately the low inflation period, where two potentially different subperiods 
could coexist given the change introduced in the monetary policy scheme in 
January 2002, since vast empirical evidence studying the relationship be-
tween money and prices suggests that inflation dynamics is not independent 
of the monetary scheme adopted by central bank authorities.11  

In order to study the extent up to which the adoption of a managed 
float regime in January 2002, entailed changes in inflation dynamics, this 
subperiod is analyzed separately. The recursive analysis allows for the 
identification of a break both in the mean and in the autoregressive com-
ponent of the AR(1) model coincidentally with the abandonment of the 
Convertibility regime in January 2002. The break in the autoregressive 
component suggests that the degree of persistence may have changed be-
tween both regimes. 

These results are confirmed by the Bai-Perron test (see Table 6), iden-
tifying a break in January 2002 when we test breaks in trend inflation, and 
in May 2002 when we evaluate changes in the mean and in the autoregres-
sive coefficients. 

Upon identifying the presence of at least one break in trend inflation, 
we construct a non constant mean for such period. Equation (8) shows the 
results of the estimation. 
 

 
11 See in this respect, McCandless and Weber (1995), De Grawue and Polan (2002) 

and Gabrielli et al. (2004) and Basco et al. (2006) for the Argentine case. 
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TABLE 6. BAI-PERRON TEST 

A. Changes in Mean (1) 

 Tests  

 SupF T(1) UDmax WDmax  

 6.60 6.60 6.60  

 Number of breaks  

 Sequencial BIC LWZ  

 1 1 1  

 Dates of breaks  

 T1  

 January 2002  

 Estimated parameters  

 1
 2

  

 0.0008 0.01  

B. Changes in Mean (1) and Autoregressive Coefficients (1; 2) 

 Tests  

 SupF T(1) UDmax WDmax  

 65.33 65.33 65.33  

 Number de breaks  

 Sequencial BIC LWZ  

 1 1 1  

 Dates of break  

 T1  

May 2002 

 Estimated parameters  

 1 ;  1
1; 1

2  2 ;  2
1; 2

2  

0.0001 
1.1700 

–0.3160 

0.0029 
0.3060 
0.2130 
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(8)                                    
( ) (0 0003) (0 0078) (0 0006)

0 00087 0 0362 1 0 0053 2
  

     
HCSE

d d .  

It can be seen that trend inflation was slightly different from zero dur-
ing the Convertibility period. Then, during the crisis following the deval-
uation in January 2002, trend inflation rose to 3.6% monthly to then de-
cline to a 0.5% mean rate, which is positive and statistically different from 
zero. Thus, upon considering the low inflation period, it is possible to 
identify a break that seems to be associated to the change of regime en-
tailed by the abandonment of the Convertibility scheme. An atypical peri-
od is also identified in the months after the devaluation of January 2002, 
when inflation experienced a temporary jump. We also control for such 
period when calculating the inflation mean according to equation (8).12 

Table 7 shows the results of calculating persistence measures for the 
1993m1-2006m12 period using a constant mean and a non constant mean. 
A significant reduction in estimated persistence is observed when consid-
ering the breaks identified according to (8). 

TABLE 7. INFLATION PERSISTENCE, 1993M01-2006M12 

 Constant mean Non-constant mean 

 0.69557 0.18291 

HCSE (0.207) (0.082) 

 (1 lag) (1 lag) 

Finally, when we try to identify the presence of changes in the auto-
regressive coefficients of inflation that might be associated to the regime 
change, we find a very low degree of persistence (0.15) during the Con-
vertibility period, which is significantly increased (0.27), after adoption of 
the managed float regime (see 9). 

(9)                     1 3 1 3 1 9510 0688 0 1157 0 0755 0 0003( )
0 1493 0 236 0 1437 0 0115

            + 02 crisis dummies

     
         t t t t

HSCE

z z d z d z d
.  

To sum up, the results obtained analyzing the low inflation period 
separately indicate a change in the inflation process both in terms of its 
mean value and its autoregressive component, thus observing a higher 
degree of persistence in the last subperiod of the managed float regime. 
 

12 In Equation 8 d1 corresponds to a dummy variable for the 2002m01-2002m09 peri-
od and d2 for the 2002m10-2006m12 period. 
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5. CONCLUSIONS  

Recent empirical evidence has revealed that persistence may not be an in-
flation inherent characteristic of inflation and that inflation dynamics may 
change depending on the monetary regime prevailing in the economy. 
These studies also reveal the importance of considering the possibility 
that the long-run value of inflation may experience breaks. Besides, they 
show that upon reduction of inflation as a rather extended phenomenon 
among economies, its dynamics also seems to have changed and, in par-
ticular, inflation persistence has declined. 

In the Argentine case, the presence of breaks in the long-run value of 
inflation is evident. Inflation was moderate in the 1960s, high in the 1970s 
and very high in the 1980s. During the last two periods fiscal dominance 
precluded monetary policy to control inflation. After two hyperinflation-
ary episodes by the end of the 1980s, Argentina adopted a currency board 
regime (known as Convertibility regime) which managed to stabilize the 
inflation rate rather permanently at reduced levels. Under such regime, 
the monetary policy was passive and inflation dynamics was mainly gov-
erned by external factors. The Convertibility regime was abandoned after 
the peso devaluation at the beginning of 2002, when a floating exchange 
rate regime was adopted. The peso devaluation was followed by a brief in-
flation acceleration and then inflation reached again lower levels, even 
though somewhat higher than those prevailing throughout the Converti-
bility period. 

We study inflation dynamics during the 1961-2006 period and, in par-
ticular, inflation persistence. Using recursive methods and the structural 
change tests developed by Bai and Perron, we identified breaks in trend 
inflation that coincide with regime changes: i) A high inflation regime af-
ter the 1975 inflationary episode, ii) a very high inflation regime after the 
1982 debt crisis, iii) two hyperinflationary episodes (1989 and 1990), iv) a 
low inflation regime after the adoption of the Convertibility regime in 
1991 and v) the abandonment of such regime in January 2002, when ana-
lyzing the low inflation period separately. Given the presence of changes 
in trend inflation, we calculate deviations from such mean that evolves ac-
cording to discrete breaks. We then use this deviations to calculate infla-
tion persistence measures. We find that inflation was a highly persistent 
process during the high inflation period, near to a random walk. On the 
contrary, upon inflation decline following the adoption of the currency 
board regime, persistence markedly decreased. After the implementation 
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of a managed float scheme and controlling for the inflationary episode 
unleashed by the peso devaluation in 2002, we find that inflation shows 
again a more persistent behavior. 

These results confirm the importance of evaluating the presence of 
structural breaks when modeling the inflation dynamics and, in particu-
lar, when attempting to estimate persistence. They also confirm that in 
the Argentine case persistence is not an intrinsic characteristic of infla-
tion, but rather depends on the monetary regime. 
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(18)           
11

* *
1 1 1

1
t t t t t t t i t

i

u u        


     , 

where t  is the series persistence parameter changing over time and *
1t   

is the inflation target from the preceding period. In this case annual infla-
tion t  is defined as 100*ln(Pt/Pt −12), more comparable with the annual 
inflation target set by the central bank than the annualized monthly infla-
tion employed in the previous exercises. However, the end of the Section 
presents some comments allowing persistence values in both exercises to 
be compared. Modeling through a first order autoregressive process in 
this case introduces an MA(11) structure in the disturbance term. 
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In addition, equation (19) shows the law of evolution for parameter 
:t  

(19)                                     1t t tw    . 

Equations (18) and (19) show a state-space representation formulated 
from measurement and transition equations (20) and (21):  

(20)                                    t t t tH A   ,  

(21)                                     1t t tF v    . 
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Introduction 

Enrique López E. 

This section of the book contains four papers focusing on the study of 
price formation in the microeconomic environment. A better under-
standing of how prices are set has important implications for structural 
economic policy and monetary policy. In the structural area, if price rigid-
ities originate from imperfect competition, an appropriate policy could 
include a structural reform component to improve competition in goods 
and services markets at the producer and consumer levels. This would re-
duce price rigidity and facilitate the adjustment of prices to economic 
conditions.   

As for monetary policy, a better understanding of monetary policy 
should lead to greater insight into the optimum inflation target. In this 
regard several possibilities can be mentioned: i) if downward rigidities 
prevail over upward rigidities it will justify a higher inflation target in or-
der to facilitate an adjustment in relative prices; ii) knowledge of a possi-
ble sectorial heterogeneity in price persistence may mean it is necessary to 
redefine the price index employed by the monetary authority; and iii) the 
enhancement of central bank analysis and forecasting models as a conse-
quence of the improved specifications that would be obtained for the 
price and wage equations they include. 

The papers use two analysis instruments that can complement each 
other: direct surveys of producers and frequency and duration estimates 
employing so-called microdata taken from consumer price indexes (CPI) 
or retail points of sale.  

In the first type of work, Misas, López and Parra employ information 
from a survey in which they asked Colombian business owners directly 
about how they set the prices of their main products. The answers and 
their tabulation allow calculation of the frequency of price changes and 
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the implicit measures of their duration. Information can also be extracted 
from the survey regarding the frequency of price changes and their dura-
tion. Nevertheless, the main advantage of this type of survey is that it pro-
vides the opportunity to explore the reasons behind business owners pric-
ing decisions. Thus, if there are also results on pricing patterns obtained 
from price index microdata, potential synergies can be exploited by ex-
amining the same phenomenon from different angles.  

The most important results of the Misas et al. paper are: 

i) Most sales by Colombian companies are made in the domestic market 
with long-term customers. 

ii) The majority of Colombian companies employ time-dependent rules 
when the economy is stable. This is true for companies experiencing 
low levels of competition in their market. Meanwhile, during periods 
of economic turmoil, companies follow state-dependent rules. 

iii) Colombian companies consider the current and expected behavior of 
inflation as well as other variables related to the production process as 
equally important when reviewing prices. 

iv) The inflation target of Banco de la República and the minimum wage 
it sets each year are considered important factors when reviewing 
prices. 

v) Companies that review their prices at fixed time intervals mostly do so 
on a monthly or quarterly basis.  

vi) Companies experiencing low levels of competition review their prices 
every three months, while companies facing high levels of competition 
do so monthly.   

vii) Colombian companies follow price setting strategies based on costs 
plus a profit margin as well as on competitor prices. 

viii)With respect to the second stage of price setting, the results suggest 
that 38% percent of Colombian companies change prices once a year, 
while 75% of companies do so up to two times per year. 

ix) Cost shocks are more important for explaining price increases than 
decreases, while demand shocks are more important in explaining 
price decreases. 



E. López E. 

 191

x) Pricing practices changed throughout the five years before the survey 
was carried out. The main explanation for such changes is the greater 
variability recorded in input prices. 

xi) Price changes are less frequent than price reviews. Furthermore, un-
der normal economic conditions, the most flexible companies are 
those following state-dependent rules, while the least flexible follow 
time dependent rules. 

xii) A cost based pricing hypothesis is the main explanation for why com-
panies do not change their prices more frequently.   

The work of Fernández Bujanda is aimed at studying the frequency of 
consumer price changes in Venezuela using data from the CPI of the Met-
ropolitan Area of Caracas. The paper estimates the duration of prices us-
ing direct and indirect methods. According to the author, the former cal-
culates how long a price takes to change using the distribution of dura-
tions, which can be calculated with information contained in the group of 
panel data. The second method calculates the duration with the frequen-
cy that prices change each month. The main finding of Fernández’s re-
search refers to the speed of price changes in Venezuela. It finds that the 
average time of price variations in such country is 2.6 months with a me-
dian of 1.9 months. It also shows that there is heterogeneity in price dura-
tions among sectors: prices of services such as education and health tend 
to be more rigid than those of other sectors.  

The work of Ysusi calculates the degree of nominal consumer price ri-
gidities for different sectors of the Mexican economy. To achieve this it 
presents a breakdown of data on the frequencies, implicit durations and 
sizes of each sector calculated for a CPI microdata set. The study covers the 
period from July 2002 to December 2009 when Banco de México adopted 
an inflation targeting regime. It is important to mentioning that inflation 
was at historically low levels and was relatively stable during this time peri-
od. The study’s most important results show that in Mexico there exists a 
considerable heterogeneity in the price setting behavior across different 
sectors and over time. It also finds that the percentage of firms changing 
prices varies when there are inflation shocks.  

One feature that characterizes the work of Borraz and Zipitría is the 
database employed. The latter contains daily prices of 117 articles cap-
tured at grocery stores in Uruguay’s main cities during the period April 
2007 to December 2010. This rich database allows the authors to carry out 
some specific exercises. They begin by studying price rigidities, calculating 
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the average probability of daily fluctuations in prices and their average 
duration measured in months. They find that retail prices in Uruguay 
change frequently. Prices are less rigid than in the USA and Brazil, but 
more rigid than in the UK and Chile. The median duration of prices in 
Uruguay is two and a half months. Meanwhile, an examination of the ex-
istence of seasonality finds no evidence of a seasonal pattern in price ad-
justments. With only a few exceptions, they do not find that the likelihood 
of price adjustment correlates positively with expected inflation either. 
The availability of daily data allows the authors to analyze companies’ 
price adjustment decisions by day of the month. It is shown that the prob-
ability of price fluctuations on the first day of the month is nine times 
higher than on any other day. Finally, when estimating the hazard rate in 
order to study if the likelihood of price fluctuations depends on time, 
they find that the synchronization of price changes is very high. This evi-
dence seems to indicate use of a state-dependent model for price changes. 
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Price Setting in Retailing:  
the Case of Uruguay 

Fernando Borraz and Leandro Zipitría* 

1. INTRODUCTION 

In recent years there has been a large increase in the empirical literature 
of price behavior. As new and detailed datasets become available we ob-
serve an important number of studies on the microeconomic fundamen-
tals of price setting of firms –mainly retailers– and their impact on infla-
tion. This analysis allows a better understanding of the behavior, disper-
sion and volatility of prices. 

In this paper, we use a rich and unique dataset of 30 million daily 
prices in grocery stores and supermarkets across the country to analyze 
 

* Borraz from the Banco Central del Uruguay and the Departamento de Economía, 
Facultad de Ciencias Sociales, Universidad de la República; Zipitría from the University of 
San Andrés in Buenos Aires, Argentina and the University of Montevideo in Montevideo, 
Uruguay. This article was elaborated as part of the Joint Research Program of Researchers 
Network, and was presented in the CEMLA’s XV Central Bank Researchers of the Americas 
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Multiahorro for useful insights on the supermarket industry. They are grateful to Alberto 
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lzipitria@correo.um.edu.uy. 



Price Setting in Retailing: the Case of Uruguay 

 194

stylized facts about consumer price behavior. Our findings are as follows: 
i) The median duration of prices is two and one-half months. Therefore, 
retail prices in Uruguay are less sticky than in the United States (USA) and 
Brazil, but stickier than in Chile and the UK. ii) We do not find evidence 
of a seasonal pattern in the likelihood of price adjustments. iii) The fre-
quency of price adjustment is only correlated with expected inflation for 
the personal care product category. However, for the food category we 
find that firms change the percentage points of the adjustment and not 
their frequency. iv) The probability of price change on the first day of the 
month is nine times higher than on any another day. v) The probability of 
a price change is not constant over time. vi) There exists a high synchroni-
zation of price changes in our database, either at the city level or chain 
level. Overall, our analysis seems to be consistent with time dependent 
models, although the high synchronization of price changes on the first 
day of the month awaits a better theoretical formalization. 

1.1 A Brief Review of the Empirical Literature 

Although there are different theoretical models that explain these is-
sues in the macroeconomic literature –such as menu cost models, sticky 
price, sticky information models, and time or state-dependent pricing 
strategies–, the stylized facts pointed out in the literature avoid a unique 
formalization. Klenow and Malin (2010) provide an up-to-date and con-
cise overview of the empirical evidence, and confront the data with differ-
ent theoretical models. They stress ten facts of the microeconomic behav-
ior of prices. The primary facts are that prices do change at least once a 
year; that the main instrument for downward price adjustment is sales; 
that most markets have a stickier reference price; that goods prices differ 
in their frequency of adjustment and their changes are asynchronous be-
tween them; that there exist microeconomic forces which explain the be-
havior of prices that differ from aggregate inflation and, finally, that pric-
es adjust mainly when wages change.  

Gopinath and Rigobon (2008) study the stickiness of traded goods us-
ing micro data on US import and export prices at-the-dock for the period 
1994-2005. They find long price duration of traded goods –10.6 months 
for imports, and 12.8 months for exports–; great heterogeneity in price 
stickiness across goods at the disaggregated level; a declining probability 
of price adjustment over time for imports; and a rather low exchange rate 
pass-through into US import prices. 
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Nakamura and Steinsson (2008) use the Consumer Price Index (CPI) 
and the Producer Price Index (PPI) from the Bureau of Labor Statistics 
(BLS) in the USA for the period 1988-2005 to study price stickiness. Their 
results show that there is a duration of regular prices of between 8 and 11 
months, after excluding price sales; that temporary sales are an important 
source of price flexibility –mainly downward price flexibility–; that, ex-
cluding sales, roughly one-third of price changes are price decreases; that 
price increases function strongly as covariates with inflation, but price de-
creases do not; and that price changes are highly seasonal –mainly in the 
first quarter. Finally, they find that the hazard function of price changes, 
which estimates the probability of a price change after t periods without 
changing, is slightly downward sloping, which implies that the probability 
of a price change occurring decreases the longer the time span since the 
last change. 

Some of these conclusions are relativized by Klenow and Kryvtsov 
(2008). Using monthly price information from the BLS for the period 
1988-2004, they find that prices change quite frequently, every 3.7 months 
if sales are included and up to 7.2 months if excluded. They compare 
their results with those of other papers for the USA and conclude that dif-
ferent methodologies on how to include or not include sales and how to 
take into account prices of substituted goods, change the estimated rigidi-
ty of prices. Price changes are quite large, up to an average of 10% a year 
in their sample. Also, they find a large number of small price changes: 
nearly 44% of price changes are smaller than 5% in absolute value, with 
12% being smaller than 1%. The distribution of the size of price changes 
is similar between price increases and decreases. Hazard rate estimates for 
a given item are quite flat, after taking into account the mix of heteroge-
neous hazard rates for different goods, that is, survival bias. 

Ellis (2009) studies the behavior of prices using weekly data for the 
UK. He finds low price rigidities in the UK retailing industry. Prices 
change frequently (the mean duration is about two weeks) even after dis-
carding promotions and sales. When analyzing the sign of the price 
change in price reversals –that is, price changes that later reverted to the 
original price–, he finds that there is a prevalence of price decreases, 
which is consistent with sales. Also the range of price changes is very wide: 
there are some products that display large changes in prices, and a large 
number that show small changes. Lastly, he finds that all products have 
declining hazard functions, as do Nakamura and Steinnson (2008). 
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Studies for Latin America are scarce due to the lack of available scan 
data, and they have concentrated on micro CPI data. Barros et al. (2009) 
and Medina et al. (2007) analyze price formation in Brazil and Chile, re-
spectively. They show that the frequency of adjustment is different from 
the one obtained using macro data. They estimate median duration of 
four and three months for Brazil and Chile, respectively. Because their 
data is monthly, they cannot capture price changes within a month. Also, 
the CPI data must deal with a higher measurement error than does scan 
data. Chaumont et al. (2010) study price setting behavior in Chile using 
weekly scan data. They find significant heterogeneity in price behavior by 
supermarkets. One salient finding is the relative price flexibility of Chile-
an supermarkets in their database; price duration is about 1.3 weeks, even 
lower than in the UK, see Ellis (2009). In contrast to Nakamura (2008), 
they find that nearly 35% of price changes are idiosyncratic to product or 
chain shocks, and 65% of prices changes are common shocks that affect 
all products in a category and all stores in the country at the same time. 
The only paper that compares price rigidities across Latin American 
countries is that of Cavallo (2010). He uses scraped online data from Ar-
gentina, Brazil, Chile, Colombia, and Uruguay. He finds price stickiness 
in Chile and relative price flexibility in Brazil. 

To the best of our knowledge, our paper is the first to analyze price 
behavior of retailers in a small open economy using daily price data from 
across all country regions. The objective of this study is to describe stylized 
facts of price formation in Uruguay and to compare them with those of 
the existing literature. The paper is organized as follows: The next section 
provides a detailed description of the database. After that, we present the 
main findings of the analysis, and offer a brief comparison with the avail-
able evidence. Then, we discuss the implication of our findings for the ex-
isting theoretical literature. Finally, the last section shows the study’s main 
conclusions. 

2. DATA 

We analyze a micro dataset with a daily frequency compiled by the Gen-
eral Directorate of Commerce (DGC, by its Spanish acronym) which in-
cludes more than 300 grocery stores all over the country and 155 products 
(see Annex 1 for a map with the cities covered in the dataset). The prod-
uct brands were chosen to be the most representative of the product being 
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described, and they were selected as the best selling brand in each catego-
ry. The products in the sample represent at least 12.6% of the goods and 
services in the CPI basket (see Annex 2). 

The DGC is the authority responsible for the enforcement of the Con-
sumer Protection Law at the Ministry of Economy and Finance. In 2006 a 
new tax law was passed by the legislature which changed the tax base and 
rates of the value added tax (VAT). The basic rate was reduced from 23% 
to 22% and its minimum rate (staple foods, hotel rooms in high season, 
certain health related services and electricity for public consumption) 
from 14% to 10%. In addition, exemptions were eliminated (e.g. health 
sector, passengers transport, sales of new homes). A tax on intermediate 
consumption of goods (COFIS) at a 3% rate was eliminated. The tax re-
form also reduced the asymmetries between sectors of activity regarding 
the employer contribution to social security and introduced a personal 
income tax.  

As the Ministry of Economy and Finance is concerned about incom-
plete pass-through from tax reduction to consumer prices, it publishes an 
open public dataset of prices in different grocery stores and supermarkets 
in order to inform consumers. In this regard, the DGC issued Resolution 
Number 061/006 which mandates that grocery stores and supermarkets 
must report the daily prices for a list of products if they fulfill the follow-
ing two conditions: i) they sell more than 70% of the products listed in 
Annex 2 of said Resolution, and ii) they have more than four grocery 
stores under the same name, or have more than three cashiers in a store. 
The information sent by each supermarket is a sworn statement, which 
means that they are subject to penalties in case of misreport. 

The DGC makes the information public through a webpage that pub-
lishes the average monthly prices of each product for each store in the de-
fined basket (see http://www.precios.gub.uy/publico/). This infor-
mation is available within the first ten days of the next month. It should be 
noted that there is no further use for the information; e.g. no price con-
trol, nor are any further policies implemented to control supermarkets or 
producers. The idea is to give consumers adequate information about 
prices so they can do their shopping at the cheapest store.  

The products that are to be reported to the DGC were initially estab-
lished per the results of a survey distributed to the main supermarket 
chains inquiring about their annual sales for each item and brand. After 
discarding supermarkets’ own brands, the three highest-selling brands were 
chosen to be reported for each item. Most items had to be homogenized in 
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order to be comparable, and each supermarket must always report the 
same item. For example, bottled sparkling water of the Salus brand is re-
ported in its 2.25 liters variety by all stores. If this specific variety is not 
available at a store, then no price is reported. 

Each item is defined by its universal product code (UPC) with the ex-
ception of meat, eggs, ham, some types of cheese, and bread. In some in-
stances, as in the case of meat and various types of cheese, general defini-
tions were set, but because of the nature of the products, the items could 
not be homogenized. In the case of bread, most grocery stores buy frozen 
bread and bake it, rather than produce it at the store. Grocery stores dif-
fer in the kinds of bread they sell, so in some cases the reported bread 
does not coincide with the definition, and grocery stores prorate the price 
submitted to the DGC; i.e. if the store sells bread that is 450 grams per 
unit, and the requested bread is 225 grams, it submits half the price of its 
own bread. 

Each month, the DGC issues a brief report with general details of the 
price evolution. This report counts the number of products that increase 
or decrease their prices. The prices used for these calculations are the 
simple average market prices for each product. 

The database records began in March 2007, and the new tax base was 
put into place in July 2007. A few months later, new products were added 
to the database, after a push of inflation in basic consumer products in 
2008. The government made “voluntary sectoral price agreements” with 
producers in the salad oil, rice and meat markets. Additionally, in the 
second semester of 2010, newer goods were added to the dataset in order 
to expand its representation. 

Within two days of the end of the month, each supermarket uploads 
its price information to the DGC. After that, it begins a process of price con-
sistency checking. This process starts by calculating the average price for 
each item in the basket. Each price 40% greater or less than the average 
price is selected. Then, the supermarket is contacted in order to check 
whether the submitted price is right. If there is no answer from the su-
permarket, or if the supermarket confirms the price submitted, the price 
is posted online as reported. If the supermarket corrects the price, which 
is an exception, the price is corrected in the database and posted online. 

Our database contains daily prices from April 2007 to December 2010 
on 155 items. From the database, we eliminated: i) those items that were 
not correctly categorized (marked as “XXX” and “0”); ii) ham, as different 
products mistakenly share the same UPC; and iii) one brand of cheap ham 
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“Leonesa” and meat that also share the same UPC. The complete list of 
products can be found in Annex 2. We also eliminated March 2007 obser-
vations, because they were preliminary and had not been posted online. 
Finally, we eliminated those products –and supermarkets– for which there 
are no observations for more than half of the period.  

We end up with data for 117 products in 303 grocery stores from 45 cit-
ies in the 19 Uruguayan departments (see Annex 1). These cities represent 
80% of the total population of Uruguay. The capital city, Montevideo, with 
45% of the population contains 60% of the supermarkets in the sample. 

Table 1 summarizes the total number of price observations (30 mil-
lion) according to four product categories: food, soft drinks, alcohol, and per-
sonal care and cleaning items (named personal). Food is the main category, 
followed by products of personal cleaning, and lastly beverages. 

TABLE 1. NUMBER OF DAILY PRICE OBSERVATIONS BY CATEGORY, APRIL 2007 TO DECEM-
BER 2010 

Category Number of observations Percentage of total 

Food 20,380,541 66 

Soft drinks 1,814,628 6 

Alcohol 1,486,176 5 

Personal 7,038,089 23 

Total 30,719,434 100 

SOURCE: Own elaboration from data of the Uruguayan Ministry of Economy and Finance. 

Finally, as our results could be driven by differences in the overall in-
flation in the sample, we plot the monthly variation of prices. This period 
is characterized by inflation pushes (the median monthly inflation rate is 
0.56%), as the government was worried that inflation would reach a high 
level in the medium term. 

3. RESULTS 

This section shows the main results of the analysis, and it is divided into 
six facts. The first section reviews the frequency of price adjustment. The 
second section studies the existence of seasonality in the pricing adjust-
ment of supermarkets. In the third, we study the nexus between individu-
al price changes and expected overall inflation. The fourth section ana-
lyzes price changes by day of the month, which is new in the literature. The  
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fifth computes the joint hazard rate of price changes. Lastly, we study the 
synchronization of prices at the chain and city level. 

3.1 Frequency of Price Adjustments 

As is standard in the literature, we first study the rigidity of prices by 
computing the median probability of daily price changes and the median 
duration of prices in months, and by contrasting the results of price in-
creases and decreases. It should be noted that we study the whole sample 
and do not differentiate between sales and the absence of sales. From a 
theoretical point of view, if there is a price decrease because of a sale this 
shows evidence of price flexibility and we do not want to eliminate such 
an observation (see Klenow and Kryvtsov, 2008). 

The median daily price change for the whole sample is a non-trivial 
1.3%. This implies a medium price change every 75 days, or every two and 
one-half months, on average, which is considerably lower than the esti-
mates of Nakamura and Steinsson (2008) and Nakamura (2008), but 
greater than the results of Chaumont et al. (2010) for Chile and Ellis 
(2009) by about two weeks. This result is slightly less than the median du-
rations of three and four months found by Barros et al. (2009) and Medi-
na et al. (2007) for Brazil and Chile, respectively.  

We offer two explanations for this behavior: First, this is a period of 
relatively high inflation, so one could expect prices to change more quick-
ly: the median monthly inflation in the period in Uruguay was 0.56%. 
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Second, as our database has daily prices, we can calculate price changes 
more accurately than in previous studies that use weekly or monthly data. 
In this case, we can detect earlier price changes and our measure of price 
rigidity would be more sensitive to them. This would result in less price 
stickiness for our database. 

In line with Nakamura and Steinsson (2008), 40% of the price changes 
are price decreases. Table 2 presents the median probability of price 
changes, the percentage of price decreases and the median monthly dura-
tion by product category. 

TABLE 2. PRICE VARIATION AND DURATION BY CATEGORY 

Category Median probability of daily variation Percentage decrease Monthly duration 

Food 0.013 40.6 2.5 

Soft drinks 0.010 33.3 3.2 

Alcohol 0.009 30.0 3.5 

Personal 0.017 42.0 1.9 

Total 0.013 40.4 2.5 

SOURCE: Own elaboration from data of the Uruguayan Ministry of Economy and Finance. 

Our results show that the personal cleaning category is that which 
changes price most frequently, and that the alcohol category is the oppo-
site. There is a significant variation in price stickiness across product cate-
gories, ranging from 1.9 months for personal to 3.5 months for alcohol.  

In Annex 3 we present a detailed analysis of this result for each prod-
uct in the sample. There is a high variability of results across products. For 
example, we find products that change prices quite frequently, such as 
cheese “Disnapt” and “Cerros del Este,” for which prices change five and 
two times a month, respectively. Other products change prices more slow-
ly, like brown eggs “El Ecologito” and salt “Torrevieja,” whose prices can 
remain the same up to five months.  

3.2 Seasonality of Price Changes 

Secondly, we study the existence of a seasonal adjustment pattern of 
prices. Nakamura and Steinsson (2008) find that price changes in the USA 
are highly seasonal, and are concentrated in the first quarter and then de-
crease. This seasonality of Nakamura and Steinsson (2008) is consistent 
with their price rigidity calculation of about eihht months. In contrast, 
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Ellis (2009) finds no monthly seasonality in his study, a result in line with 
his finding of just two weeks of price rigidity. As we find price duration of 
two and one-half months, we should expect to find no seasonality in the data. 

Figure 2 shows that there is not a clear pattern of seasonality in the 
price adjustment of firms. 

Additionally, we do not find a seasonal pattern in price changes look-
ing at data on a quarterly basis. The percentage of daily price changes in 
the first quarter is 1.28%, 1.29% in the second, 1.58% in the third, and 
1.49% in the fourth quarter. The greatest price change seems to be con-
centrated in the third quarter. Next, we look at the seasonal behavior of 
prices by categories (see Table 3).  

All categories but personal have the greatest number of price changes 
in the third quarter, although there is no clear tendency in the data. 
Therefore, we cannot conclude that seasonality exists in the speed of price 
adjustments. 

TABLE 3. SEASONAL PROBABILITY OF PRICE CHANGE BY PRODUCT CATEGORY AND QUARTER 

Quarter / Category Food Soft Drinks Alcohol Personal 

1 0.013 0.008 0.006 0.013 

2 0.012 0.009 0.008 0.017 

3 0.016 0.012 0.010 0.018 

4 0.015 0.010 0.009 0.019 

SOURCE: Own elaboration from data of the Uruguayan Ministry of Economy and Finance. 
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Next, we study whether seasonality exists in the level of the price ad-
justments. Figure 3 shows the rate of price growth conditional on price 
change by month. Again, we do not observe a clear pattern of seasonality. 
It should be stated that in Uruguay workers receive an extra half month’s 
wages in June and December. Also, during December’s New Year festivi-
ties, supermarkets’ sales generally receive a boost.1 In summary, we do not 
find demand driven seasonal price changes in the data. 

3.3 Individual Price Changes and Inflation Perceptions 

One interesting issue is whether price changes and inflation expecta-
tions move together. Ellis (2009) suggests a positive relationship between 
the frequency of price changes in his sample and the inflation perception 
surveyed by Bank of England. Table 4 shows the result of an ordinary least 
square (OLS) regression estimation where the dependent variable is the 
median probability of price change and the exploratory variables are ex-
pected inflation and indicator variables for the July 2007 tax reform. The 
expected inflation variable is the median forecast from a survey of experts 
performed by the Central Bank of Uruguay. We include an indicator vari-
able before and after the tax reform to capture anticipated effects of the 
reform.  

 
1 In Uruguay, supermarkets’ sales usually soar the day before they close. The 1st and 

6th of January, the 1st of May, and the 25th of December are usually the days that super-
markets do not open. 
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The regression shows no correlation between changes in prices and 
inflation perception. One would suggest that if prices tend to be stickier, 
then the inflation expectations should not be of inflation acceleration. It 
is interesting to point out that we only observe correlation between infla-
tion and the percent variation in individual prices when considering price 
decreases. The tax reform indicator variables suggest that firms anticipat-
ed the reform and changed prices before the implementation of the re-
form in July 2007. 

TABLE 4. INDIVIDUAL PRICE CHANGES AND INFLATION PERCEPTIONS: OLS REGRESSION,
APRIL, 2007 TO DECEMBER, 2010 

Dependent variable 

Probability of  
price change 

Price change in percentage 

Variables All Increases Decreases 

Expected yearly inflation 0.001 –0.024 0.449 –0.640a 
(0.001) (0.412) (0.369) (0.194) 

Tax reform indicator variable, May 2007 0.008c 3.052c 3.659b –1.043 
(0.004) (1.792) (1.604) (0.844) 

Tax reform indicator variable, June 2007 0.012b –4.102b 2.500 –0.288 
(0.004) (1.790) (1.602) (0.843) 

Tax reform indicator variable, July 2007 0.011b –1.371 –4.849a 2.740a 
(0.004) (1.789) (1.602) (0.843) 

Tax reform indicator variable, August 2007 –0.018a 3.396c –0.550 –1.401 
(0.004) (1.793) (1.605) (0.845) 

Tax reform indicator variable, September 2007 –0.009a –0.390 0.183 0.479 
(0.003) (1.293) (1.158) (0.609) 

Constant –0.001 1.520 5.090b –4.304a 
(0.007) (2.780) (2.488) (1.309) 

Observations 45 45 45 45 
R-squared 0.733 0.229 0.405 0.399 

SOURCE: Own elaboration from data of the Uruguayan Ministry of Economics and Finance and
the Central Bank of Uruguay. 

NOTES: Standard errors in parentheses. a p<0.01, b p<0.05, c p<0.1. 

For a better understanding of the relation between individual daily 
prices and inflation, we estimate the previous equation by product cate-
gory. Table 5 shows the results of the coefficient on expected inflation. 
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Interestingly, results indicate that there is a positive association between 
probability of price changes and expected inflation only for the personal 
product category. For the other product categories, the correlation is ze-
ro. This means that expectations about future inflation do not influence 
the price strategies of firms in those markets. We do find an association 
between changes in prices and the average rate of price decreases in the 
food product category.  

TABLE 5. INDIVIDUAL PRICE CHANGES AND INFLATION PERCEPTIONS: OLS REGRESSION
BY PRODUCT CATEGORY, APRIL 2007 TO DECEMBER 2010 

  Dependent variable 

Probability of price change Price change in percentage 

Category All Increases Decreases 

Coefficient - Standard Error on Expected Yearly Inflation 

Food 0.001 –0.168 0.700 –0.771a 
(0.001) (0.522) (0.456) (0.221) 

Soft drinks –0.001 –1.644c –1.678 0.393 
(0.001) (0.924) (1.997) (0.513) 

Alcohol 0.003 0.298 0.256 –0.064 
(0.002) (0.790) (0.781) (0.552) 

Personal 0.003b 0.839 0.195 –0.602 
(0.001) (0.527) (0.477) (0.361) 

Observations 45 45 45 45 

SOURCE: Own elaboration from data of the Uruguayan Ministry of Economics and Finance and
the Central Bank of Uruguay. 

NOTES: Standard errors in parentheses. a p<0.01, b p<0.05, c p<0.1. 

To provide more evidence for this topic Figure 4 plots the probability 
of price adjustment (left scale), and the inflation and expected inflation 
rate (left scale). We observe no association between price changes and in-
flation perceptions.  

3.4 Prices Changes by Day of the Month 

Given the fact that we have daily data we can analyze the pricing deci-
sion of firms by day of the month. Figure 5a shows the probability of a 
price change by day of the month. Interestingly, the probability of price  
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change on the first day of the month is nine times higher than on any 
other day.  

Figure 5b plots the daily probability of a price change from the second 
day to the last day of the month. In this case, we do not observe a clear pat-
tern in the data.  

Figure 6 shows that price increases and decreases also are concentrat-
ed on the first day of the month. Also, Figure 7 shows that the fact that 
price changes are concentrated on the first day of the month is a general 
result valid to all product categories. This is one of the most remarkable 
findings of our paper, since to the best of our knowledge no other study 
analyzes the distribution of price changes by day of the month. One su-
permarket manager told us that this pricing behavior is related to pro-
ducers, which tend to adjust their prices the first day of the month. In this 
case, the observed behavior could be a response to cost increases by su-
permarkets. This pattern is the same for price increases and price de-
creases. As price decreases are associated with sales, this implies that su-
permarkets tend to follow a pattern of price changes that concentrates 
most of them in one day, which may indicate the existence of menu costs 
associated with pricing behavior or some other rigidity that prevents the 
supermarkets from changing prices. 
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3.5 Hazard Rate Estimates 

In order to study whether price changes are time dependent we esti-
mate the hazard rate. The hazard rate at moment t is calculated as the 
quotient of the number of prices that change in t, given that they do not 
change until that moment, over the number of prices that have not 
changed until moment t. As the greatest price duration is half a year (see An-
nex 3) we calculate the hazard function up to two hundred days. Figure 8 
shows the smoothed hazard rates. We observe a non-constant over time haz-
ard rate. This result is consistent with Nakamura (2008) and Ellis (2009), 
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although they find hazard rates to be decreasing, and we find increasing 
rates. The upward-sloping hazard rate is consistent with state-dependent 
pricing. This fact invalidates the modeling of a constant probability of 
price change, and implies that supermarkets do not follow a time de-
pendent strategy for price setting. In turn, this result is in line with our 
finding of no seasonality in price changes.  
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3.6 Price Synchronization 

Finally, we estimate price synchronization in two ways: across firms 
that belong to the same chain, and across firms in each city. To estimate 
price synchronization we calculate the Fisher and Konieczny (2000) esti-
mator (FK). Table 6 indicates that price changes across supermarkets of 
the same chain2 are highly synchronized.  

For this result two remarks are in order. First, our database consists of 
daily observations and we find that prices change on average after about  

TABLE 6. PRICE SYNCHRONIZATION ACROSS SUPERMARKETS THAT BELONGS TO THE 
SAME CHAIN 

Chain Fisher and Konieczny indicator 

Devoto 0.94 
Tienda Inglesa 0.92 
Macromercado Mayorista 0.96 
El Dorado 0.92 
Multiahorro 0.91 
Disco 0.96 
Ta Ta 0.84 

SOURCE: Own elaboration from data of the Uruguayan Ministry of Economy and Finance. 

 
2 We estimate the FK indicator just for the major chains: those that have more than 

five stores and also more than three cashiers per store on average. 
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two and one-half months. Second, we also find that price changes are con-
centrated on the first day of the month. Therefore, our database has a 
great deal of synchronized ‘no price changes’ and as a consequence a high 
FK. To control for this effect, we also estimate the FK synchronization in-
dicator, conditional on price change (see table 7). 

TABLE 7. ADJUSTED PRICE SYNCHRONIZATION SUPERMARKETS CHAINS THAT BELONGS 
TO THE SAME CHAIN CONDITIONAL ON PRICE CHANGE 

Chain Synchronization indicator 

Devoto 0.54 

Tienda Inglesa 0.56 

Macromercado Mayorista 0.75 

El Dorado 0.51 

Multiahorro 0.56 

Disco 0.61 

Ta Ta 0.36 

SOURCE: Own elaboration from data of the Uruguayan Ministry of Economy and Finance. 

In this case, the synchronization estimates are lower than before, but 
the main result of high synchronization of price adjustments in super-
markets that belong to the same chain remains. This result is in contrast 
to that of Chaumont et al. (2010), who finds much lower price synchroni-
zation for Chile. 

Additionally, we estimate the FK synchronization indicator across the 
cities in our sample. Figure 9 shows the FK estimator for each city. As it 
can be seen, synchronization is by itself large, with a minimum of 0.63 for 
Montevideo –which has the greatest number of supermarkets– and one 
for a large number of cities which have few supermarkets. 

4. CONTRASTING THE RESULTS WITH THEORY 

In this section we compare the results of the analysis with the main theo-
retical predictions of menu costs, time-dependent and state-dependent 
theories. We discuss each stylized fact found in the previous analysis and 
review how it fits the theoretical explanations. Table 8 presents a brief 
summary of the analysis, in a similar vein to Table 14 of Klenow and Malin 
(2010). 
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As can be shown from the Table 8, the empirical evidence seems to 
point to state-dependent models as the main explanation of the inflation 
phenomena in Uruguay. The flexibility of prices remains a disputed issue 
in the empirical literature; as we have considered sales in our database, 
the relative flexibility could be less if we take them out.  

In contrast to the empirical literature, we have found a high syn-
chronization of prices even at the chain and city level. This result could be  

TABLE 8. STYLIZED FACTS AND MODEL FEATURES 

Fact Consistent Features Inconsistent Features 

Price change are somewhat flexible Small menu cost Large menu cost 

No seasonality of price changes State dependent models Time dependent models 

Price change mainly the first day  
   of the month 

Time dependent models 
 

State dependent models  
– common shocks 

Upward-slopping hazard rates State dependent models Time dependent models 

Price changes are highly  
   synchronized 
 

State dependent models  
–common shocks– strategic 

complementarities 

Big idiosyncratic shocks 
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driven by the particularity of our database which consists of daily observa-
tions. In the same vein, we have discovered that prices tend to change on 
the first day of the month. Additionally, this result is not surprising con-
sidering the fact that Uruguay is a highly centralized country. This result 
reflects that common shocks may be an important part of price adjust-
ment policies of firms. 

We think that this result could not be explained in full using macro 
models. As all the items in our database are the highest-selling brands, and 
most markets are oligopolies –even the supermarket industry– price setting 
behavior needs to be analyzed using micro modeling. As for the matter of 
prices changing mostly on the first day of the month, we think that this 
could serve as a reference point for price setting of firms. This particular 
day, in turn, could reduce menu costs in the event of price changes. 

5. CONCLUSIONS 

We present evidence on price formation at the retail level in Uruguay. We 
use a rich and unique dataset of 30 million daily prices in grocery stores 
and supermarkets across the country to analyze the behavior of consumer 
prices in Uruguay. We find that retail prices in Uruguay change frequent-
ly. Prices are less sticky than in the USA and Brazil but stickier than in the 
UK and Chile. The median duration of prices in Uruguay is two and one-
half months.  

We do not find evidence of a seasonal pattern in the adjustment of 
prices. The probability of price changes varies positively with expected in-
flation only for the personal care product category. However, for the food 
category we find an association between price changes and the percentage 
rate of price decreases. Also, the probability of price changes on the first 
day of the month is nine times higher than on any other day of the month, 
and the probability of price adjustments is not constant over time. Finally, 
we find very high synchronization of price changes. 

This evidence seems to point to a state-dependent model of price 
changes. Nonetheless, the high synchronization of price changes is a new-
er element in the empirical literature, which could be the result of analyz-
ing daily data. Lastly, the high concentration of price changes on the first 
day of the month needs further theoretical analysis, as one possible inter-
pretation could be that this day serves as a reference point for price ad-
justment.  
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Annex 1  
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Annex 2  

LIST OF PRODUCTS 

Product  Brand Specification Share in CPI (%) Category 

Beer Patricia 0.96 l 0.3 Alcohol 
Beer Pilsen 0.96 l 0.3 Alcohol 
Common red wine Roses 1 l 0.34 Alcohol 
Common red wine Santa Teresa Clásico 1 l 0.34 Alcohol 
Common red wine Tango 1 l 0.34 Alcohol 
Beef “peceto” No brand 1 kg 0.90 Food 
Beef “nalga” Boneless - no brand 1 kg 0.43 Food 
Beef “nalga” With bone - no brand 1 kg 0.43 Food 
Beef “aguja” meat Boneless - no brand 1 kg 0.86 Food 
Beef “aguja” meat With bone - no brand 1 kg 0.86 Food 
Beef “paleta” With bone - no brand 1 kg n/i Food 
Beef "rueda" With bone - no brand 1 kg n/i Food 
Ground beef  Up to 20% Fat 1 kg 0.29 Food 
Ground beef  Up to 5% Fat 1 kg 0.29 Food 
Bread No brand 1 Unit Aprox. 0.215 kg 1.21 Food 
Brown eggs El Ecologito 1/2 Dozen 0.34 Food 
Brown eggs El Jefe 1/2 Dozen 0.34 Food 
Brown eggs Prodhin 1/2 Dozen 0.34 Food 
Butter Calcar 0.2 kg 0.15 Food 
Butter Conaprole sin sal 0.2 kg 0.15 Food 
Butter Lacterma 0.2 kg 0.15 Food 
Cacao Copacabana 0.5 kg 0.04 Food 
Cacao Vascolet 0.5 kg 0.04 Food 
Cheese Colonia Cerros del Este 1 kg 0.23 Food 
Cheese Colonia Dispnat 1 kg 0.23 Food 
Chicken Avícola del Oeste 1 kg 0.64 Food 
Chicken Tenent 1 kg 0.64 Food 
Coffee (non-instant) Águila 0.25 kg 0.10 Food 
Coffee (non-instant) Chana 0.25 kg 0.10 Food 
Caramel spread Conaprole 1 kg 0.14 Food 
Caramel spread Los Nietitos 1 kg 0.14 Food 
Caramel spread Manjar 1 kg 0.14 Food 
Flour Canuelas 1 kg 0.16 Food 
Flour Cololo 1 kg 0.16 Food 
Flour Puritas 1 kg 0.16 Food 
Frankfurters (short) Cattivelli 8 Units -  Aprox. 0.340 kg 0.26 Food 
Frankfurters (short) Ottonello 8 Units -  Aprox. 0.330 kg 0.26 Food 
Frankfurters (short) Schneck 8 Units -  Aprox. 0.330 kg 0.26 Food 
Grated cheese Conaprole 0.08 kg 0.15 Food 
Grated cheese El Trébol 0.08 kg 0.15 Food 
Grated cheese Milky 0.08 kg 0.15 Food 
Semolina noodles Adria 0.5 kg n/i Food 
Semolina noodles Las Acacias 0.5 kg n/i Food 
Ham Centenario 1 kg 0.21 Food 
Ham La Constancia 1 kg 0.21 Food 
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Product  Brand Specification Share in CPI (%) Category 

Ham Schneck 1 kg 0.21 Food 
Margarine Danica dorada 0.2 kg 0.02 Food 
Margarine Doriana nueva 0.25 kg 0.02 Food 
Margarine Primor 0.25 kg 0.02 Food 
Mayonnaise Fanacoa 0.5 kg 0.09 Food 
Mayonnaise Hellmans 0.5 kg 0.09 Food 
Mayonnaise Uruguay 0.5 kg 0.09 Food 
Noodles Cololo 0.5 kg 0.3 Food 
Peach jam Dulciora 0.5 kg 0.17 Food 
Peach jam Limay 0.5 kg 0.17 Food 
Peach jam Los Nietitos 0.5 kg 0.17 Food 
Canned peas Arcor 0.35 kg 0.05 Food 
Canned peas El Hogar 0.35 kg 0.05 Food 
Canned peas Trofeo 0.35 kg 0.05 Food 
Quince jam Los Nietitos 0.4 kg n/i Food 
Rice Aruba type Patna 1 kg 0.20 Food 
Rice Blue Patna 1 kg 0.20 Food 
Rice Green Chef 1 kg 0.20 Food 
Rice Pony 1 kg 0.20 Food 
Rice Vidarroz 1 kg 0.20 Food 
Crackers El Trigal 0.15 kg 0.17 Food 
Crackers Famosa 0.14 kg 0.17 Food 
Crackers Maestro Cubano 0.12 kg 0.17 Food 
Salt Sek 0.5 kg 0.05 Food 
Salt Torrevieja 0.5 kg 0.05 Food 
Salt Urusal 0.5 kg 0.05 Food 
Semolina pasta Adria 0.5 kg n/i Food 
Semolina pasta Las Acacias - franja celeste 0.5 kg n/i Food 
Soybean oil Condesa 0.9 l n/i Food 
Sugar Azucarlito 1 kg 0.25 Food 
Sugar Bella Union 1 kg 0.25 Food 
Sunflower oil Optimo 0.9 l 0.25 Food 
Sunflower oil Uruguay 0.9 l 0.25 Food 
Tea Hornimans Box 10 units 0.09 Food 
Tea La Virginia Box 10 units 0.09 Food 
Tea Lipton Box 10 units 0.09 Food 
Tomato paste Conaprole 1 l 0.08 Food 
Tomato paste De Ley 1 l 0.08 Food 
Tomato paste Qualitas 1 l 0.08 Food 
Yerba mate Canarias 1 kg 0.34 Food 
Yerba mate Del Cebador 1 kg 0.34 Food 
Yerba mate Sara 1 kg 0.34 Food 
Yogurt Conaprole 0.5 kg 0.06 Food 
Yogurt Parmalat (Skim) 0.5 kg 0.06 Food 
Sodium hypoclorite Agua Jane 1 l 0.08 Personal 
Sodium hypoclorite Sello Rojo 1 l 0.08 Personal 
Sodium hypoclorite Solucion Cristal 1 l 0.08 Personal 
Diswashing detergent Deterjane 1.25 l 0.20 Personal 
Diswashing detergent Hurra Nevex Limon 1.25 l 0.20 Personal 
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Product  Brand Specification Share in CPI (%) Category 

Laundry soap Drive 0.8 kg n/i Personal 
Laundry soap Nevex 0.8 kg n/i Personal 
Laundry soap Skip - Paquete azul 0.8 kg n/i Personal 
Laundry soap in bar Bull Dog 0.3 k - 1 unit 0.45 Personal 
Laundry soap in bar Nevex 0.2 k - 1 unit 0.45 Personal 
Shampoo Fructis 0.35 l n/i Personal 
Shampoo Sedal 0.35 l n/i Personal 
Shampoo Suave 0.93 l n/i Personal 
Soap Astral 0.125 kg 0.16 Personal 
Soap Palmolive 0.125 kg 0.16 Personal 
Soap Suave 0.125 kg 0.16 Personal 
Toilet paper Higienol Export 4 unit - 25 m each 0.24 Personal 
Toilet paper Personal 4 unit - 25 m each 0.24 Personal 
Toilet paper Sin Fin 4 unit - 25 m each 0.24 Personal 
Toothpaste Closeup Triple 0.09 kg 0.49 Personal 
Toothpaste Colgate Total 0.09 kg 0.49 Personal 
Toothpaste Kolynos 0.09 kg 0.49 Personal 
Cola Coca Cola 1.5 l 1.94 Soft drinks 
Cola Nix 1.5 l 1.94 Soft drinks 
Cola Pepsi 1.5 l 1.94 Soft drinks 
Sparkling water Matutina 2 l 0.70 Soft drinks 
Sparkling water Nativa 2 l 0.70 Soft drinks 
Sparkling water Salus 2.25 l 0.70 Soft drinks 

SOURCE: Own elaboration from data of the Uruguayan Ministry of Economy and Finance. 
NOTE: n/i means not included in the CPI. k: kilogram, l: liter and m: meter. 

Annex 3 

PROBABILITY OF PRICE CHANGES AND DURATION BY PRODUCT 

Product Brand 
Probability of  

daily variation 
Monthly price  

duration 
Percentage 
 decrease 

Beer Patricia 0.008 3.9 20.4 
Beer Pilsen 0.009 3.5 23.2 
Common red wine Roses 0.008 4.0 22.1 
Common red wine Santa Teresa Clásico 0.012 2.7 38.3 
Common red wine Tango 0.011 2.9 39.4 
Beef “peceto” No brand 0.026 1.2 40.3 
Beef “nalga” Boneless - no brand 0.027 1.2 43.1 
Beef “nalga” With bone - no brand 0.015 2.2 34.2 
Beef “aguja” meat Boneless - no brand 0.018 1.8 34.7 
Beef “aguja” meat With bone - no brand 0.027 1.2 40.1 
Beef “paleta” With bone - no brand 0.028 1.2 39.9 
Beef “rueda” With bone - no brand 0.013 2.5 34.2 
Ground beef  Up to 20% fat 0.022 1.5 37.5 
Ground beef  Up to 5% fat 0.019 1.7 36.6 
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Product Brand 
Probability of  

daily variation 
Monthly price  

duration 
Percentage 
 decrease 

Bread No brand 0.011 2.9 28.6 
Brown eggs El Ecologito 0.007 5.0 24.7 
Brown eggs El Jefe 0.008 4.2 29.5 
Brown eggs Prodhin 0.012 2.8 33.8 
Butter Calcar 0.018 1.8 41.8 
Butter Conaprole sin sal 0.016 2.0 32.3 
Butter Lacterma 0.007 4.7 43.2 
Cacao Copacabana 0.011 2.9 34.4 
Cacao Vascolet 0.019 1.7 40.7 
Cheese Colonia Cerros del Este 0.068 0.5 45.0 
Cheese Colonia Dispnat 0.145 0.2 48.4 
Chicken Avícola del Oeste 0.041 0.8 42.8 
Chicken Tenent 0.039 0.8 44.6 
Coffee (non-instant) Águila 0.009 3.7 34.0 
Coffee (non-instant) Chana 0.007 4.6 42.6 
Caramel spread Conaprole 0.013 2.5 33.3 
Caramel spread Los Nietitos 0.013 2.6 40.0 
Caramel spread Manjar 0.013 2.6 31.4 
Flour Canuelas 0.027 1.2 43.7 
Flour Cololo 0.024 1.4 39.6 
Flour Puritas 0.015 2.2 36.3 
Frankfurters (short) Cattivelli 0.010 3.2 45.7 
Frankfurters (short) Ottonello 0.012 2.7 42.4 
Frankfurters (short) Schneck 0.015 2.1 36.1 
Grated cheese Conaprole 0.009 3.8 25.1 
Grated cheese El Trébol 0.009 3.5 36.9 
Grated cheese Milky 0.007 4.4 30.0 
Semolina noodles Adria 0.015 2.2 36.6 
Semolina noodles Las Acacias 0.019 1.7 40.2 
Ham Centenario 0.008 4.2 29.0 
Ham La Constancia 0.034 1.0 46.1 
Ham Schneck 0.015 2.2 35.8 
Margarine Danica dorada 0.012 2.7 39.0 
Margarine Doriana nueva 0.013 2.6 42.6 
Margarine Primor 0.016 2.1 41.2 
Mayonnaise Fanacoa 0.011 3.0 39.5 
Mayonnaise Hellmans 0.021 1.5 41.9 
Mayonnaise Uruguay 0.024 1.3 42.3 
Noodles Cololo 0.017 1.9 38.8 
Peach jam Dulciora 0.012 2.6 35.9 
Peach jam Limay 0.008 4.1 30.4 
Peach jam Los Nietitos 0.011 3.0 37.9 
Canned peas Arcor 0.010 3.3 42.9 
Canned peas El Hogar 0.009 3.5 25.3 
Canned peas Trofeo 0.017 1.9 44.4 
Quince jam Los Nietitos 0.011 2.9 38.6 
Rice Aruba tipo Patna 0.018 1.8 43.4 
Rice Blue Patna 0.024 1.4 41.4 
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Product Brand 
Probability of  

daily variation 
Monthly price  

duration 
Percentage 
 decrease 

Rice Green Chef 0.027 1.2 42.6 
Rice Pony 0.009 3.5 41.1 
Rice Vidarroz 0.012 2.7 49.3 
Crackers El Trigal 0.009 3.6 32.4 
Crackers Famosa 0.010 3.2 29.5 
Crackers Maestro Cubano 0.012 2.6 41.1 
Salt Sek 0.011 3.1 41.9 
Salt Torrevieja 0.007 4.7 30.4 
Salt Urusal 0.012 2.7 41.7 
Semolina pasta Adria 0.015 2.2 35.6 
Semolina pasta Las Acacias  0.018 1.9 41.1 
Soybean oil Condesa 0.029 1.1 56.2 
Sugar Azucarlito 0.017 1.9 35.3 
Sugar Bella Union 0.017 2.0 34.7 
Sunflower oil Óptimo 0.033 1.0 42.1 
Sunflower oil Uruguay 0.032 1.0 40.9 
Tea Hornimans 0.009 3.5 46.5 
Tea La Virginia 0.010 3.2 46.8 
Tea Lipton 0.009 3.8 40.6 
Tomato paste Conaprole 0.017 1.9 36.3 
Tomato paste De Ley 0.012 2.7 34.4 
Tomato paste Qualitas 0.012 2.8 45.8 
Yerba mate Canarias 0.013 2.5 38.1 
Yerba mate Del Cebador 0.013 2.5 36.4 
Yerba mate Sara 0.015 2.2 40.4 
Yogurt Conaprole 0.013 2.6 29.5 
Yogurt Parmalat (Skim) 0.012 2.8 34.1 
Sodium hypoclorite Agua Jane 0.018 1.8 37.7 
Sodium hypoclorite Sello Rojo 0.015 2.2 33.6 
Sodium hypoclorite Solucion Cristal 0.018 1.8 43.3 
Diswashing detergent Deterjane 0.024 1.3 44.1 
Diswashing detergent Hurra Nevex Limon 0.024 1.4 43.3 
Laundry soap Drive 0.015 2.2 43.1 
Laundry soap Nevex 0.023 1.4 44.8 
Laundry soap Skip - Paquete azul 0.018 1.8 45.3 
Laundry soap in bar Bull Dog 0.016 2.0 39.6 
Laundry soap in bar Nevex 0.015 2.2 39.8 
Shampoo Fructis 0.022 1.5 44.5 
Shampoo Sedal 0.016 2.1 47.3 
Shampoo Suave 0.011 3.0 45.0 
Soap Astral 0.018 1.8 46.3 
Soap Palmolive 0.023 1.4 50.0 
Soap Suave 0.013 2.5 46.6 
Toilet paper Higienol Export 0.016 2.1 32.7 
Toilet paper Personal 0.013 2.5 31.8 
Toilet paper Sin Fin 0.021 1.6 41.8 
Toothpaste Closeup Triple 0.009 3.7 38.1 
Toothpaste Colgate Total 0.023 1.4 39.1 
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Product Brand 
Probability of  

daily variation 
Monthly price  

duration 
Percentage 
 decrease 

Toothpaste Kolynos 0.013 2.5 34.6 
Cola Coca Cola 0.010 3.3 25.5 
Cola Nix 0.008 4.0 34.6 
Cola Pepsi 0.010 3.2 31.7 
Sparkling water Matutina 0.011 3.0 43.0 
Sparkling water Nativa 0.007 4.6 27.0 
Sparkling water Salus 0.013 2.6 35.0 

SOURCE: Own elaboration from data of the Uruguayan Ministry of Economy and Finance.  
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month to the other and that only 25% of these prices last two months or 
more.  

TABLE 2. PRICE DURATIONS DISTRIBUTION  

Population All episodes Average per item Weighed episodes 

Average 2.35  2.99  2.99  
Median  1.00  2.44  1.00  
Standard deviation  2.97  1.86  3.94  
Minimum 1.00  1.04  1.00  
Maximum 96.00  10.30  96.00  
First quartile  1.00  1.90  1.00  
Third quartile  2.00  3.09  3.00  
Number of episodes  1,177,33 270  1,177,338 

NOTES: The number of prices corresponds to actually observed prices and to those obtained by 
the carry-forward method, as explained in the text. CPI weighing is the average of monthly weightings 
between January, 2000 and December, 2007, used to calculate the index value. 

The second column in Table 2 contains an estimate of price duration 
distributions obtained by averaging per items and weighing them based 
on their respective weight in the CPI basket. As expected due to the rea-
sons described when the methodology was explained, the weighted aver-
age of duration (3 months) is slightly higher than the simple average 
shown on the first column. On the contrary, a significant difference is ob-
served in the median, because in this new distribution, prices of 50% of 
the items last at least 2.4 months.  

The third column of the table presents the results of the price dura-
tions estimated by using weighing per episode, instead of item. It is obvi-
ous that the price duration average is similar to that in the previous case. 
However, at least 50% of the prices remain unchanged for only one 
month, like in the case of the non-weighted episodes. Even with the new 
weighing scheme, duration distribution is slightly different to that pre-
sented by the two previous columns. For instance, the third quartile cor-
responds to three months, unlike the two-month non-weighted durations 
and 3.1-month weighed duration estimated by the simplest method.  

3.2 Indirect Method 

One of the criticisms raised about the direct method has been that 
longer episodes have a higher probability of being censored toward left or 
right; therefore, their duration could be underestimated when this method 
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Price Formation in Colombian Firms:  
Evidence Gathered from a Direct Survey 

Martha Misas A., Enrique López E. and Juan Carlos Parra A.* 

1. INTRODUCTION 

This paper reports the results of a survey asking Colombian businesses 
about the way in which they set the prices of their main products. The 
questionnaire’s design was based on the works of Blinder (1991, 1994), 
Blinder et al. (1998) and those they carried out under the framework of 
the Eurosystem Inflation Persistence Network (IPN) (Fabiani et al., 
2005).1  

This work also supplements other studies on price setting in Colombia 
which employ different types of approaches. Among the most important 
of these is research based on the use of quantitative databases originally 
constructed for creating Colombia’s producer price index (Julio and Zá-
rate, 2008). 

 
* Senior econometrician from Technical Department; senior economist from Tech-

nical Department; and economist from Macroeconomic Models Department, Banco de la 
República, Colombia. The authors like to thank Leonardo Bonilla, Mauricio Salazar and 
Jacobo Campo for their valuable collaboration in different stages of this research, as well 
as Juana Téllez, the current director of Economic Research at the BBVA Colombia Group, 
for her contributions to the initial phase of the research. The opinions expressed here are 
those of the authors and do not necessarily coincide with those of Banco de la República 
or its Directive Board. Emails: mmisas@javeriana.edu.co; elopezen@banrep.gov.co;  
jparraal@banrep.gov.co.  

1 This is the first attempt in our country to carry out a survey following strict technical 
and conceptual guidelines. Nonetheless, it is important to recognize a previous work 
which, with all the technical and financial limitations of a pregraduate economics thesis, 
attempted to sound out Colombian businesses on the same topic (Arosemena, 2001). 
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Interest in clarifying how firms set their prices began to grow during 
the eighties when a group of authors started to notice an important styl-
ized fact: firms’ price setting behavior apparently determines the way in 
which monetary policy decisions –interest rates, money and inflation– af-
fect the economy as a whole. This goes against one of the main precepts of 
neoclassical macroeconomic theory, according to which the behavior of 
monetary variables does not affect real variables. Such theory is based on 
the fact that changes in prices do not generate costs and therefore take ef-
fect immediately.2 One explanation for this stylized fact emerged from con-
tributions made by New Keynesian economists. According to them, an ex-
planation for such behavior can be found in the fact that price changes are 
delayed, i.e., they are rigid. The first models in which they specifically col-
lected that idea suggested that strategic interactions among firms, cost con-
ditions, the relationship between firms and their customers, and costs of 
reviewing price lists, were reasons why prices might not change so frequently.  

Nowadays it is accepted that the way monetary policy is implemented 
can affect economic activity. The essential assumption to obtain real and 
nominal effects from monetary policy is the stickiness of prices, i.e., that 
they remain fixed for at least short periods of time. If price adjustment is 
incomplete after a monetary shock, monetary policy will have real effects 
in the short-term at least. Thus, the impact of changes in interest rates on 
inflation and GDP is affected by the degree and type of rigidities prices 
exhibit. In this context, better understanding of price rigidities is funda-
mental for analyzing macroeconomic phenomena such as the impact of 
monetary policy on output and employment, and the size of economic 
fluctuations. 

Microeconomic evidence on price adjustment has grown substantially 
during the last few years, making it possible to use this in complete mac-
roeconomic models. Such knowledge is essential for constructing infla-
tion models with the macroeconomic fundamentals appropriate to allow 
improved monetary policy design and performance.3 These models usual-
ly include different types of nominal rigidities through which monetary 
policy affects real economic activity over the short and medium term. In 
this regard, the well-known formulas of Calvo (1983) and Taylor (1980) on 
 

2 This point of view was questioned by Friedman and Schwartz (1963) as well as other 
authors who found evidence that changes in money and prices (nominal variables) could 
affect unemployment and output (real variables).  

3 Máckowiak and Smets (2008) warn that results of microeconomic studies cannot be 
automatically applied to macroeconomic models. 
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price rigidities have been employed to construct a significant amount of 
monetary models in which monetary policy has real effects. 

Recent studies on the topic have stopped focusing on the price setting 
of a single company or individual market4 in order to have a wider reach. 
Such studies include two types of analysis. The first approach stems from 
the liberation by statistics bureaus of large databases collected as a base 
for calculating consumer and/or producer price indexes. Pioneering 
works in this line of study were those of Bils and Klenow (2004) for the 
USA and Baharad and Eden (2004) for Israel. Other efforts in this line of 
research were made later by the European Central Bank’s IPN. The sec-
ond proposal was based on designing direct surveys with straightforward 
questions on the reasons and procedures businesses followed when fixing 
the prices of their products. The first of this type of surveys were devel-
oped by Blinder (1991, 1994) and Blinder et al. (1998) for the United 
States (USA), Hall et al. (2000) for the United Kingdom (UK), Apel et al. 
(2005) for Sweden, Amirault et al. (2006) for Canada and also by the Eu-
ropean Union’s Inflation Persistence Network (Fabiani et al., 2005). 

Studies made with direct surveys have certain advantages over those 
using consumer or producer price index databases. Although the latter 
achieve a very complete quantitative characterization of the periodicity 
and size of changes in prices, they do not provide sufficient understand-
ing of the main determinants guiding the actions of those setting prices. 
There are certain aspects of firms’ pricing policies that can only be re-
searched from qualitative information; such is the case, for instance, of 
the group of information businesses consider when reviewing their prices. 
In any case, survey results are useful for verifying and extending evidence 
obtained with quantitative micro data (Álvarez and Hernando, 2005). 

The results reported in this paper come from a direct survey carried 
out by Banco de la República in two stages.5 The first was a pilot survey 
which tested the technical solidity of the questionnaire designed for 
sounding out businesses. This took place between August and October 
2007, questioning 142 business managers. The second stage used the re-
fined questionnaire to survey a final sample of 787 business managers and 
was carried out between November 2007 and May 2008. Design of the 
questions on the form was based on the experiences of other countries 
 

4 Such as, for example, the pioneering works on magazine prices by Cecchetti (1986), 
sales catalogue prices by Kashyap (1995), gasoline distributer retail prices by Asplund et al. 
(2000), or supermarket prices by Levy et al. (1997). 

5 Banco de la República encharged field work to Centro Nacional de Consultoría. 
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which have made similar surveys, including some studies carried out in 
developing economies.6  

Under this context, one of the survey’s objectives is to deepen 
knowledge on price setting by Colombian firms. In particular, it explores 
the degree of autonomy firms have for changing their prices and the ex-
istence of periodic pricing review policies (time dependent) or policies 
dependent on the state of the economy (state dependent). It also investi-
gates the set of information employed in making decisions on price 
changes, the frequency of pricing reviews and changes, and the use of 
some type of discrimination for determining prices. Its second objective is 
to analyze the main factors leading to price changes as well as the speed at 
which firms react to different shocks. It studies underlying factors (cost 
structure, degree of competition, among others) explaining sectorial dif-
ferences observed in the frequency of price changes and the speed of re-
sponse to different shocks. The final objective is to provide empirical evi-
dence for the different theories set forth by literature for explaining the 
price adjustment lags. 

This introduction is the first of seven sections contained in this paper. 
The second section presents a review of pertinent literature, while the 
third explains the methodology employed for carrying out and processing 
the survey. The characteristics of the firms surveyed are presented in the 
fourth section and an analysis of the determinants of pricing review is 
made in the fifth section. Meanwhile, the sixth section shows the way in 
which changes are made. The factors associated to price changes, such as 
asymmetries in adjustments and response times after a shock are topics of 
the next section. Finally, the last section gives the conclusions. 

2. A REVIEW OF THE LITERATURE  

Since the pioneering studies of Blinder (1991, 1994), the survey approach 
has become more and more powerful for providing information on the 
way firms set their prices. Box 1 summarizes the most important studies 
carried out since then. After Blinder efforts were made at the Bank of 
England (Hall et al., 1997), the Bank of Japan (Nakagawa et al., 2000) and 
the Swedish central bank (Apel et al., 2001). Later, in 2003 and 2004 nine 
euro zone central banks (Italy, Belgium, Germany, France, Spain, the 

 
6 Section 2 presents a summary of the literature examined in this paper.  
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Netherlands, Luxembourg, Portugal and Austria) surveyed firms on their 
price setting behavior. This effort was part of a collaboration project 
called the Eurosystem Inflation Persistence Network (IPN). Surveys have 
been carried out more recently in Canada (Amirault et al., 2006), Ruma-
nia (Sahinöz and Saraçoglu, 2008) and Mexico (Castañon et al., 2008). 

Despite the high costs that collecting information on prices through a 
direct survey can have, its advantages make it increasingly popular. 
Among the latter is the possibility to research in depth: i) the group of in-
formation businesses employ when reviewing prices and ii) the relative 
importance businesses give to different price rigidity theories. In fact, 
many of the new theories have emerged before previous ones have even 
been rejected, posing questions that can only be answered through sur-
veys. In addition, the use of direct surveys allows the two stages of the 
price setting process (review and change) to be studied separately. These 
also provide a basis for empirically evaluating the response of prices, both 
their direction and size, to different shocks the economy might experi-
ence. Thus, the diverse information that can be extracted from direct sur-
veys surpasses the limits of conventional approaches employing econo-
metric study of aggregate time series data, with which it is not possible to 
answer many of the relevant questions posed by the topic.  

Box 1 shows the date of the surveys,7 the size of the samples, the re-
sponse rate of firms surveyed, the sectorial coverage of the survey, the 
type of sampling used and the price rigidity theories business managers 
identified as the most important for explaining their behavior. 

Although the first surveys were not carried out by central banks, one 
characteristic of this type of study is that it is mostly made at central banks 
or with the participation of researchers linked to such institutions. In the 
majority of cases surveys were carried out directly by the central bank, alt-
hough some of these institutions used external research centers to collect 
information using questionnaires they had designed. Such was the case, 
for instance, of surveys carried out in Germany, Spain, the Netherlands 
and Austria. In other cases, questionnaires were sent by post after previ-
ous telephone contact. Responses could be sent directly to the bank by fax 
or post, or the questionnaire could be answered by phone or direct inter-
view before the questionnaire was received. Only a few banks used inter-
net as an alternative for collecting survey information (Spain, Portugal, It-
aly and the Netherlands). The Bank of Canada made direct surveys in 

 
7 This date does not coincide with the publication of the research’s results. 
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which all the pollsters were officials from the bank. Blinder’s (1991) seminal 
work also included direct surveys. Differences in the procedures used explain 
the dispersal in the response rate observed in the third column of Box 1. 

BOX 1. THE LITERATURE REVIEWED 

  
Country 

 
Date 

Firms in the sam-
ple/response rate

 
Sectors 

Sampling  
technique 

 
Theories 

 

Austria  2004 2,500 / 36% M, S Random  
stratified 

Contracts (explicit 
and implicit) 

Belgium 2004 5,600 / 35% M,Rc, S, Cons Random  
stratified 

Implicit contracts 

Canada 2002 – 
2003 

170 / 100% M, Rc, S, Cons By quota Idle costs 

France 2003 – 
2004 

4,300 / 38% M Random  
stratified 

Coordination failures 

Germany 2004 2,740 / 46% M Purposive Explicit contracts 
Italy 2003 729 / 46% M, Rc, S, Cons Random  

stratified 
Explicit contracts / 
coordination failures 

Japan 2000 1,202 / 56% M, Rc, S, Cons, 
Trans 

N.A. Coordination failures  

Luxembourg 2004 1,100 / 30% M, Rc, S, Cons Random  
stratified 

Explicit contracts 

Mexico 2005 745 / 53% M Random  
stratified 

Idle costs 

Portugal 2004 2,494 / 55% M, S Random  
stratified 

Implicit contracts 

Rumania 2006 1,901 / 19.8% The whole eco-
nomy 

Random  
stratified 

Implicit contracts 

Spain 2004 3,000 / 69% M, Rc, S Random  
stratified 

Implicit contracts 

Sweden 2000 1,300 / 48.7% M, S Random Implicit contracts 
The Netherlands 2004 1,870 / 67% M, Rc, S Random  

stratified 
Implicit contracts 

Turkey 2005 999 / 27.7% M, Ener Random Mark-up 
United Kingdom 1995 1,100 / 59% M, Rc, S, Cons No Idle costs 
United States 1990 – 

1991 
400 / 50% M, Rc, S, Cons, 

Min 
Random Delivery times 

SOURCE: Own elaboration 
NOTES: A: agriculture; M: manufacturing industry; Rc: retail commerce; S: services; Cons: con-

struction; Ener: energy; Trans: transport; Min: mining; N.A.: not available. 

Sectorial coverage of the surveys varies from country to country. In 
some cases the survey covers the whole economy (Rumania), while in oth-
ers it focuses on manufacturing industry (Germany, Mexico). Some coun-
tries take commerce into account and others do not. Moreover, some 
countries include services and construction in their samples. The surveys 
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carried out in Turkey and Rumania are different in that they include en-
ergy companies in their samples. 

The sampling method employed is fundamental for reaching a correct 
inference on population characteristics. Most European countries em-
ployed previously prepared samples used in opinion polls and balance 
sheets or for other purposes. The most commonly used was random sam-
pling stratified by sector or level of employment. Quota sampling (Cana-
da) and purposive sampling (Germany) were seldom used. The latter type 
of sampling implies the compulsory inclusion of certain firms which need 
to be surveyed given their relative importance in the German economy 
(Stahl, 1995). 

The last column of the box shows the theory chosen by those surveyed 
as the most important for explaining price rigidities. This column is re-
ferred to below in the explanation of each theory. At this moment it is 
used to show the importance of contracts (explicit or implicit) as a theory 
for explaining price rigidities. This theory explains price rigidities in ten 
out of the 17 works reviewed. 

3. METHODOLOGY 

The survey was carried out in two stages. The first of these was a pilot sur-
vey which took place in August and October 2007 and questioned 142 
business managers. The second stage used an improved questionnaire 
based on the experience of the pilot survey for questioning a final sample 
of 787 business managers during November 2007 to May 2008. The survey 
was carried out by a private company (Centro Nacional de Consultoría) 
using a questionnaire designed by Banco de la República and constructed 
taking into account other countries’ experiences in the area. The ques-
tionnaires were applied in person to those in charge of establishing pric-
ing policies in the companies, such as, for instance, general managers, fi-
nance managers, marketing managers or production managers. This took 
place after a letter signed by the General Manager of Banco de la Repúbli-
ca had been sent requesting their collaboration and guaranteeing the 
complete confidentiality of the answers given by those taking part in the 
survey. 

The polling company was given the sample of firms together with a list 
of replacement firms just in case any of the former was not able to take 
part in the survey.  
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3.1 Sample Design  

The relevant population for the study comprises all firms who are 
obliged to report their financial statements to the Superintendencia de 
Sociedades or the Superintendencia Financiera in 2005. In accordance 
with 590 Act from the year 2000 they also had to have total assets of above 
501 current legal minimum wages (salarios mínimos legales vigentes, 
SMLV) from the same year in order for them to be classified as non-large 
(small and medium) and large companies.8 The population does not, 
therefore, include microenterprises given that we believe their pricing 
decisions do not significantly affect the behavior of aggregate prices in the 
economy. Likewise, the population studied does not include firms pro-
ducing and/or providing services due to the fact that in such cases it is 
difficult to identify the main product they supply to the market. Thus, the 
population only includes firms which according to the International 
Standard Industrial Classification (ISIC) belong to sectors such as agricul-
ture, hunting and forestry (section A), fishing (section B) and manufac-
turing (section D). Firms within the aforementioned sections were then 
separated according to their three digit classification number. From 
these, only subsectors which, in line with our criteria and research objec-
tives, were relevant to price setting in Colombia were considered. Retail 
and wholesale firms in the commerce sector were not included in the 
study due to the difficulty of selecting a representative product which 
would allow them to correctly answer the questionnaire. A detailed de-
scription of the population with its three digit ISIC code can be found in 
Appendix A.  

After employing the two categorizations mentioned above (size and 
economic sector), a population of 4,626 firms classified into 28 homoge-
neous strata was reached. Once the strata were identified, stratified ran-
dom sampling with proportional representation was carried out, resulting 
in a representative sample of 743 firms at a 95% confidence level. Howev-
er, in order to obtain greater variability in strata which ended up with a 
very small sample size, the sample was increased to 787 firms. Table 1 
gives a summary of the composition of the final sample, showing both the 

 
8 According to the Ministerio de la Protección Social, the SMLV for 2005 was 

$381.500. Thus, in 2005, a firm was considered large if it reported total assets of over 
$5.722.500 thousand million; medium if it reported total assets of between $1.907.882 
and $5.722.500 thousand million and small if it reported total assets of between $191.132 and 
$1.907.882 thousand million. 
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sectorial division as well as that between large and non-large firms for each 
sector and the simple as a whole.  

A pilot survey was carried out during the second half of 2007 (August 
and October) to ensure stratified random sampling was developed cor-
rectly. This survey was distributed to 142 randomly selected firms, a num-
ber taken from information obtained by Arosemena (2001), who follow-
ing Blinder (1991, 1994) studied the presence of coordination failures 
among Colombian firms. The pilot survey had two main objectives. First, 
it allowed identification of the questionnaire’s weaknesses and strengths. 
In fact, after it was analyzed a number of questions were reworded or 
eliminated in order to make the questionnaire as short and straightfor-
ward as possible. Second, results obtained from the pilot survey were used 
to construct a group of variance estimators within each stratum which al-
lowed stratified random sampling to be carried out later. A description of 
the sampling method applied in this exercise can be found in Appendix B.  

TABLE 1. SAMPLE DISTRIBUTION 

 Size   

ISIC Large Non Large Total Total (%) 

Agriculture 28 57 85 10.8 
Fishing 2 6 8 1.0 
Food products 48 63 111 14.1 
Textiles 18 24 42 5.3 
Apparel  17 48 65 8.3 
Leather  5 16 21 2.7 
Wood and paper; Publishing and printing  25 57 82 10.4 
Petroleum refining; Chemicals  33 39 72 9.1 
Rubber and plastic 26 39 65 8.3 
Minerals and metals  18 24 42 5.3 
Metal products 16 43 59 7.5 
Machinery and equipment 6 18 24 3.0 
Electrical appliancesa 5 14 19 2.4 

Vehicles and remaining industry  29 63 92 11.7 

Total 276 511 787  
Total (%) 35.1 64.9  100 

SOURCE: Own elaboration 
a Includes communication equipment, medical instruments and other electronic devices 

Regarding the response rate of survey participants, it is important to 
mention that, unlike in other exercises carried out in this field, 100% of 
the questionnaires were answered. This is due to the fact that a random 
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replacement process was carried out each time a firm in a strata did not 
respond to the pollster’s first contact. Replacement was made by simple 
random sampling within each stratum following the ideas of Martínez 
(2002). This therefore allows us to have the representativity necessary to 
be able to make statistical inferences on the population studied.  

3.2 Questionnaire Design and Implementation  

The questionnaire employed was based on those developed by Blinder 
(1991, 1994), Hall et al. (1997), Apel et al. (2001), the members of the Eu-
ropean Union’s Inflation Persistence Network and others described in the 
preceding section. The final form has 32 questions grouped into five sec-
tions. It was constructed using non-technical language which could be 
understood by non-economists. The full questionnaire can be found in 
Appendix 3.  

The first part of the questionnaire (questions 1 to 15) collect infor-
mation on the main product sold by the firm, destination of sales, the ex-
istence of discriminatory policies among competitors and the type of rela-
tionship it has with its customers.  

The second section (questions 16 to 24) investigates the firm’s pricing 
policies. In particular, it asks about the firm’s ability to set prices, i.e., if it 
is a price taker or setter, and about the determining factors it takes into 
account when setting the price of its main product. It also attempts to ana-
lyze the type of pricing review rule followed by Colombian firms: state de-
pendent or time dependent; as well as the frequency of price adjustments 
and their evolution over the last five years. 

The third part of the form (questions 25 to 27) analyzes the reasons 
explaining changes in prices as well as the period of time between the 
moment firms experience a shock and adjust their prices. It also studies 
the phenomenon of asymmetrical responses to economic shocks.  

The fourth section (questions 28 to 30) asks about the type and rele-
vance of information used by firms when reviewing prices. Special empha-
sis is placed on the effect Banco de la República’s inflation target and the 
setting of the minimum wage have on pricing decisions.  

Finally, section five (question 31) asks firms to rate the importance of 
different economic theories on price rigidities. For this reason a group of 
easily understood statements were prepared which attempt to identify the 
main idea behind each of such theories. 

Once the questionnaire was completed and the sample was designed, 
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each of the firms was contacted by telephone in order to make an ap-
pointment between a representative from the polling company and the 
relevant person from the firm being interviewed, thereby allowing the 
survey to be carried out in person. Firms contacted by telephone were also 
asked if their target market was domestic or external. Those which an-
swered that 100% of their production was exported were removed be-
cause the research is focused on the process of setting prices inside the 
country.  

The questionnaire contains three types of questions. The first group 
of questions attempts to determine the importance the person taking part 
in the survey places on a given statement. The possible answers are “1=not 
important”, “2=not very important”, “3=important”, “4=very important” 
and “9=do not know / no answer”. Analysis of the results gives the average 
weighted population of all the alternatives. Likewise, for the questions 
that merit it, a hypothesis test of equality of means is carried out in order 
to be able to compare the fact that a pair of options are not statistically 
equal. This allows option ordering.  

The second group of questions consists of the firm choosing an option 
from a list of posibilities. To analyze these results population shares are es-
timated in such a way as to be able to present relative frequencies for each 
question. Finally, the last type of question corresponds to those requiring 
an exact quantitative answer, for which weighted population means are 
calculated.  

Calculation of stratified and weighted population means is based on 
developments presented by Hansen et al. (1953a and 1953b) and detailed 
in Appendix 5.9 Estimates of each population mean are accompanied by 
the corresponding estimate of population variance. The latter allows hy-
pothesis testing of equality of means. The weighter used corresponds to 
the operational revenues reported by each firm to the Superintendencia 
de Sociedades and the Superintendencia Financiera during the 2005 fis-
cal year. The chosen weighting scheme gives greater importance to the 
answers of firms with high operational revenues within each stratum be-
cause, presumably, their decisions are more relevant to the general level 
of prices in the economy. 
 

9 In order to carry out a correct process of statistical inference, and in light of the ex-
istence of omitted values in some survey participant’s answers, a multiple imputation pro-
cedure is employed in such way as to balance the database with all the answers to each 
question. More specifically, a Markov Chain Monte Carlo (MCMC) method is used, details 
of which are shown in Appendix 4. 
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3.3 Economic Conditions 

Economic conditions can affect agents’ perceptions and the way they 
respond to a survey such as the one designed in this work. In the period 
when Colombian business managers answered the questionnaire (No-
vember 2007 to May 2008), Colombia’s economy had lost the strength it 
had been exhibiting around that time. In fact, average growth during the 
preceding three years had been 7%, figure not observed since the years 
following the World War II. In particular, an increase in GDP such as the 
one registered in 2007 (8.2%) can only be compared with those observed 
in 1978 (8.2%) and 1949 (8.7%). Despite the strength of recent growth, in 
2008 the Colombian economy had begun to slow considerably and by the 
first quarter of the year the figure for annual growth was 4.1%, half the 
size of that recorded in 2007.  

Economic slowdown stemmed from a decline in external demand, 
rising internal tensions associated to reductions in local government 
spending, increases in the prices of imported raw materials and higher in-
flationary pressures affecting household consumption. In response to ris-
ing inflation Banco de la República changed its monetary policy stance in 
April 2006. This fact also contributed to reducing the strength of domes-
tic demand and, as a consequence, to slowing economic growth (Banco 
de la República, 2008).  

4. CHARACTERIZATION OF THE MARKET WHERE FIRMS OPERATE  

The characteristics of the markets where firms operate are important de-
terminants of price setting policies. The first section of the questionnaire 
therefore asks about some of these including, for instance, the destination 
of sales, the level of competition they face, the type of relationship they 
have with their customers and the type of product they produce.  

Firms from the population studied are mainly oriented towards the 
domestic market. The results in Table 2 indicate that 81.9% of Colombian 
firms channel their sales to the domestic market, while the remaining 
18.1% do so to the external market. In the external market firms sell most-
ly to countries other than Venezuela and the USA. At sectorial level, local 
markets are very important for agriculture and food products, while vehi-
cles are largely dependent on the Venezuelan market. In addition, most 
firms (71.6%) consider they have a long term relationship with customers 
for their main product. Evidence on the type of customer firms have is 
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relevant --it has traditionally been argued that long term customer rela-
tionships can cause firms to delay price adjustments in response to shocks. 
At the sectorial level, answers to the questionnaire show that this type of 
relationship is fundamental for sectors such as that of vehicles and petro-
leum refining (plus chemicals) and much less important for firms produc-
ing food and agricultural products.  

TABLE 2. POPULATION CHARACTERISTICS: SALES DISTRIBUTION AND BUSINESS RELA-
TIONSHIPSa 

 
 

CIIU 

Domestic  
sales 
 (%) 

USA 
sales  
(%) 

Venezuela 
sales  
(%) 

Other  
sales 
(%) 

Sales percentage 
sales with long 
term customers 

Agriculture 97.2 0.6 0.0 2.2 77.1 
Fishing 74.1 21.1 0.0 4.9 80.9 
Food products 94.9 0.5 0.3 4.3 43.9 
Textiles 62.6 19.4 6.2 11.9 86.4 
Apparel 73.3 2.8 14.0 10.0 86.3 
Leather 77.1 13.3 1.5 8.1 81.0 
Wood and paper; Publishing  
   and printing 

81.6 1.0 7.4 10.1 86.1 

Petroleum refining; Chemicals 68.7 0.8 9.5 21.0 93.6 
Rubber and plastic 85.1 2.3 4.6 8.0 84.3 
Minerals and metals  87.1 2.1 3.6 7.3 86.1 
Metal products 87.8 1.4 3.1 7.7 87.9 
Machinery and equipment 81.8 0.9 7.2 10.1 90.7 
Electrical appliances 63.5 0.0 12.8 23.7 86.1 
Vehicles and remaining industry  48.8 1.9 40.8 8.5 93.2 

Total 81.9 2.44 7.64 8.03 71.6 

SOURCE: Own elaboration. 
a Characteristics inferred from a representative sample 

Most Colombia firms produce consumption goods as their end prod-
uct (68.4%), followed by intermediate goods (32.4%), while production 
of capital goods is very small (1.3%). This structure, shown in Table 3, is 
in line with the system of national accounts information. On the other 
hand, one very important characteristic obtained from the results of the 
questionnaire is that Colombian firms face a relatively small number of 
competitors. In general, Colombian firms have an average of five compet-
itors. Ten out of the fourteen economic sectors into which Colombian 
firms were divided were characterized by having less than five competi-
tors. According to survey participants’ declarations, the four remaining 
sectors have between five and twenty competitors.  
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This result concerning the degree of competition faced by firms is 
more important for understanding the way these adjust their prices. In 
highly competitive markets firms are more likely to change their prices in 
response to a shock given that the opportunity cost of not doing so to an 
optimum level is very high. In contrast, the opportunity cost of not setting 
an optimum price is reduced for firms with market power. Álvarez and 
Hernando (2005) cite some relevant literature to illustrate the relation-
ship between price rigidity and the degree of competition. Geroski (1992) 
finds that the response of prices to supply and demand shocks is faster in 
industries with greater competition. Hall et al. (2000) and Carlton (1986) 
also find something similar when they affirm that companies working in 
highly competitive markets tend to adjust their prices faster than firms 
facing less elasticity of demand. 

TABLE 3. POPULATION CHARACTERISTICS: GOOD PRODUCED, PERCEIVED COMPETITION 
AND EXISTENCE OF LEADERSa 

 
 
 

ISIC 

Finished 
Good  

Producer
(%)

b
 

Intermediate
Good 

Producer 
 (%) 

Capital 
Good 

Producer
 (%) 

Average  
number of 
competitors 

 (%) 

Existence  
of industry 

leaders 
(%)

c
 

 
 
 

Leaders
d

 

Agriculture 95.2 4.6 0.2 5 - 20 16.5 48.2 
Fishing 97.6 2.4 0.0 5 -20 55.3 100.0 
Food products 80.4 22.5 0.0 5 -20 75.5 82.2 
Textiles 14.7 85.3 0.0 Less than 5 47.8 76.7 
Apparel 99.1 0.9 0.0 5 -20 22.6 63.0 
Leather 4.7 95.3 0.0 Less than 5 1.2 41.8 
Wood and paper;  
   Publishing and printing 

39.4 60.6 0.2 Less than 5 16.3 46.2 

Petroleum refining;  
   Chemicals 

61.4 39.5 0.0 Less than 5 52.0 82.4 

Rubber and plastic 63.9 47.9 0.2 Less than 5 45.5 84.9 
Minerals and metals  62.1 40.9 1.3 Less than 5 49.6 12.5 
Metal products 33.0 58.9 8.2 Less than 5 78.6 48.8 
Machinery and  
   equipment 

86.7 1.0 12.3 Less than 5 65.6 17.3 

Electrical appliances 91.8 5.1 3.1 Less than 5 60.3 71.2 
Vehicles and remaining  
   industry  

89.1 5.4 5.7 Less than 5 15.9 84.8 

Total 68.4 32.4 1.3 Less than 5 48.7 72.4 

SOURCE: Own elaboration. 
a Characteristics inferred from the representative sample. b Percentage of firms in each industry 

producing each type of good. c Percentage of firms in each industry which recognize existence of a lead-
er in their industry. d Percentage of firms which recognize the existence of a leader in their industry 
and consider themselves the price leader. 
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The questionnaire asks about the existence of leaders in the industry 
and also if the firm being surveyed considers itself as such. These are 
obviously very subjective measurements but the results are extremely in-
teresting. In this regard, it is important to research the perception firms 
have regarding the competitive structure that surrounds them. Firms 
which recognize the existence of leaders in their industry are indicating 
the presence of monopolistic structures or monopolistic competition, ev-
idence which is essential for the study of price formation. Out of the total, 
only 48.7% of firms consider that there is a leader in their industry and 
72.4% of these believe that they themselves are the leader. Cases differ 
among the sectors. There are sectors where a large share of company 
managers recognizes leaders exist and think that their company is the 
industry leader (food products and electrical equipment). There are al-
so cases where a small share of firms considers there are industry lead-
ers, answering that they are one of them (apparel, vehicles and remain-
ing industry).  

5. PRICING REVIEW 

Literature related to the topic of this paper establishes two stages in the 
process of setting prices (Fabiani et al., 2005). First is the pricing review 
process. In this stage firms evaluate the price they eventually want to set, 
verifying its optimality and comparing it with the cost implied by chang-
ing it. Thus, in order to evaluate a new price, the firm takes available in-
formation into account and compares it with the price it charges at that 
moment. This procedure implies the fixed cost of collecting, analyzing 
and evaluating information. For this reason firms do not carry it out con-
tinually but at determined times or in response to relevant events. The 
second stage is making actual changes in prices. There are costs associated 
with this also (new pricing tables, labels, etc.). It is worth mentioning that 
not all pricing reviews necessarily result in price changes. Below are the 
results of the survey regarding the pricing review process.  

5.1 Pricing Review Policies: Time Dependent vs. State Dependent 

Individual firms employ two types of pricing review policies. Theoreti-
cal literature has modeled this fact considering two types of rule: i) time 
dependent price setting rules, and ii) state dependent price setting rules. 
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In the first case, firms review their pricing at specific intervals of time 
(Fischer, 1977; Taylor, 1979 and 1980; Calvo, 1983). Thus firms review 
pricing periodically either using a deterministic price adjustment process 
according to Taylor or a stochastic process according to Calvo. This im-
plies that the pricing review interval is exogenous and does not depend 
on the state of the economy. In contrast to this, firms following a state de-
pendent rule review their prices according to the economic variables af-
fecting them. As a consequence, a large shock leads them to review their 
pricing. One standard justification for this type of discontinuous price ad-
justment is the existence of the fixed costs associated to making such price 
changes (Sheshinski and Weiss, 1977). 

In response to an economic shock, both types of pricing review poli-
cies have different implications for the evolution of the real sector. Firms 
following a state dependent policy review their prices immediately after a 
shock. This is not the case for firms using a time dependent policy be-
cause they must strictly follow their rule and wait until their next pricing 
review date. Price rigidity is higher in the latter case. It is clear that the 
impact of monetary policy will be different in each situation and for this 
reason it is important to discern which type of behavior predominates in 
the economy. 

The questionnaire (question 18 in Appendix 3) allows companies re-
viewing their prices to be cataloged as time or state dependent. Nonethe-
less, other possibilities are also considered, such as firms which follow a 
time dependent rule but review their prices at times of economic turbu-
lence, i.e., firms which follow mixed strategies. The results indicate that 
19.1% of firms review the pricing of their main product on daily basis 
and 27.7% review it at fixed time intervals. Only 9.4% review prices in 
the event of an economic shock and employ both rules (Table 4). The 
latter companies usually review their prices at predetermined time in-
tervals, but change to a state dependent policy in response to an im-
portant shock. 

TABLE 4. PRICING REVIEW PROCEDURE  

Review procedure Frequency Relative frequency(%) 

Daily review 883 19.1 
Fixed time intervals  1,283 27.7 
Fixed intervals and in response to an event  2,025 43.8 
In response to an event 436 9.4 

SOURCE: Own elaboration. 
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Refining the information allows for a more comprehensive view of the 
problem. As can be seen in Figure 1, in periods when the economy is calm 
(normal conditions), most Colombian firms (71.5%) review their pricing 
according to a time dependent rule, while 28.5% only review pricing 
when they consider the economy is subject to some kind of shock. This 
indicates that under normal economic conditions state dependent firms 
exist even though the states are not changing per se, but their decision to 
review pricing is contingent upon the existence of shocks. On the other 
hand, when disturbances do occur they affect the pricing review process 
and some time dependent firms change to a state dependent rule. In this 
case 72.2% of companies follow a state dependent rule and only 27.7% 
continue to employ a time dependent rule. This behavioral profile re-
mains the same if firms are divided into large and non-large (Figure 2). 
However, dividing by sectors reveals some different results. Thus, in non-
industrial, agricultural and fishing sectors the share of firms which con-
tinue to follow a time dependent rule does not change considerably even 
in the event of shocks. Meanwhile, state dependent pricing review rules 
are widely used under normal conditions, to such an extent that change to 
state dependent rules during disturbances is less pronounced than in in-
dustrial sectors. 

Interesting results are obtained if the number of competitors report-
ed by firms participating in the survey is taken into account. Firms which  
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perceive a high level of competition in their industry employ state dependent 
rules (Figure 4). This result is in line with the idea that firms facing a larger 
number of competitors react faster to changes in economic conditions. 

5.2 Body of Information Employed in Pricing Review  

One important factor in firms’ price setting strategies is the body of 
information they employ when making such decisions. In particular, the 



M. Misas A., E. López E., J. C. Parra A. 

 269

existence of forward looking price setting firms is a central element of 
New Keynesian models used for monetary policy analysis and which em-
phasize the rationality of economic agents’ expectations. Despite their 
theoretical success, models with New Keynesian Phillips curves do not 
manage to replicate the smoothing exhibited in price behavior. This has 
led to the specification of hybrid Phillips curves containing rules-of-
thumb and rules based on the past behavior of prices. In other words, 
firms can set their prices by not only observing forecasts and current in-
formation on relevant variables, but also by taking into account past in-
formation regarding the same variables. In such cases, deviations in opti-
mizer behavior generate an additional source of smoothing in the way 
inflation responds to different shocks.  

In order to study this aspect, the questionnaire asks about the infor-
mation firms employ when reviewing their prices as well as about the im-
portance they give to past, present or future information. Inflation is dealt 
with individually within the total body of information (question 28).  

Figure 5 shows the results regarding the information employed by Co-
lombian firms when reviewing their prices. As can be seen, present and 
future information is the most important for Colombian firms. Large 
firms give much more importance to forecasted information on the rele-
vant variables. This is not the case for non-large companies which place 
greater importance on current information. At the sectorial level, it can 
be seen that current information is more important for both agriculture 
and industry. Meanwhile, in the case of fishing, future information com-
petes for hierarchy with current information. 

Both current and expected inflation are important for Colombian 
firms pricing review processes. This is true whether companies are viewed 
by size or by sector. However, the latter is relatively more important than 
the former in the case of industry and fishing. 

The results place least importance on past information, meaning that 
arbitrary or indexed linked rules are not the price setting strategies used 
by Colombian businesses. This evidence suggests that firms’ pricing does 
not deviate substantially from optimum prices set in the event of a shock 
affecting Colombia’s economy.  

The questionnaire also investigates the importance given in pricing 
reviews to the inflation target and the minimum wage. Those taking part 
in the survey are asked to grade the level of importance of each variable 
(questions 29 and 30). The results shown in Figure 6 refer to two variables 
measured simultaneously in the same bar, where zero divides the importance 
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placed on each of them. The total shows that both variables are impor-
tant for firms, although the inflation target has slightly more interest. For 
large firms the inflation target is more important than the minimum wa-
ge, while the minimum wage is more relevant for non-large companies.  
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The difference between the sectors regarding the value they place on each 
of these variables is significant. Businesses in the agricultural sector con-
sider both variables to be of similar importance, while the inflation target 
is more important for those in industry. Firms in the fishing sector place 
less importance than the other sectors on both the referred variables. 
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5.3 How Often Do Firms Review Pricing? 

Firms following a time dependent pricing review rule are also asked 
about the frequency with which they check their prices (question 19). The 
results reported in Figure 7 show that a large proportion of companies 
review their prices monthly (around 32%), while many firms do so on a  
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quarterly basis (approximately 22%). These are followed by six monthly 
and annual pricing reviews. The amount of firms which check their prices 
at intervals of more than one year is very small. Although large firms ex-
hibit the same pricing review pattern, within the group of non-large firms 
the proportion of companies which review their prices weekly is higher 
than those which do so on a six monthly or annual basis. These results 
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contrast with those observed, for instance, in the Eurozone, where in the 
majority of firms review their prices three times per year at the most (57% 
for the region as a whole). Moreover, small firms in those countries review 
prices less frequently, arguing that the cost of reviewing prices in a com-
pany with few staff members can be extremely high (Fabiani et al., 2005). 

Some significant differences appear when economic sectors are stu-
died separately. Firms in the agriculture sector review their prices more 
frequently than industrial firms. Weekly and monthly pricing reviews are 
the most common among the former, while industrial firms tend to re-
view prices more on a monthly and quarterly basis. Fishing firms exhibit 
the two extremes of annual or weekly review. 

The results in Figure 8 show that firms facing greater competition re-
view their prices more frequently. Firms which do not face competition 
review pricing quarterly and annually. Some important differences also 
emerge if pricing review frequency is studied from the point of view of 
economic destination (Figure 8). A very high proportion of pricing re-
views in the capital goods sector are carried out on a monthly basis (47%). 
Although relatively less important, such frequency is also predominant in 
sectors producing consumption and intermediate goods. It is worth point-
ing out that the high frequency of pricing review for capital goods is sur-
prising given that this type of good is characterized by high unit costs.  
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6. PRICE CHANGE  

Pricing reviews do not necessarily lead to changes in prices. It is possible 
that the spread between the current and optimum price is less than the 
cost of making the change. This section explores the determinants of price 
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setting by firms. In particular, it investigates if firms discriminate their 
prices, especially if they do it in accordance with the market where they 
are selling their product. Finally, the frequency of pricing changes and 
the relation between pricing change and review is also studied.  
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6.1 How Do Firms Set Prices? 

6.1.1 Price Setting Model  

A standard result of models of imperfect competition is that, under 
certain conditions, firms set a price based on marginal costs plus a mar-
gin. Under this scheme, firms keep a space allowing them to maintain 
their price if costs vary. In the case of perfect competition, on the other 
hand, all firms belonging to a determined market set their prices at one 
level which the market takes. In this case there is no margin above costs 
and the price is equal to the marginal cost.  

In order to investigate this aspect further in the case of Colombian 
firms, the questionnaire asks businesses about the relative importance of 
competitor based or costs plus mark-up price setting strategies (question 
24). The results shown in Figure 9 indicate that for Colombian firms as a 
whole, the most important price setting strategy is that based on costs plus 
mark-up. Nevertheless, the difference is not visually very important be-
cause the bars representing the importance given to a competitor based 
pricing strategy and one based on costs plus mark-up are similar in size. 
In order to clear up this point, a statistical test was carried out to ascer-
tain whether the respective means were different or not. The results of 
this test for means are shown in Table 5. According to the test, although 
numerically different, the means reported are not statistically different to 

 



Price formation in Colombian firms: evidence gathered from a direct survey 

 280

TABLE 5. PRICE SETTING STRATEGY 

 Average score
a
 % Importance 

Competitor based pricing  3.22 73.03 

Pricing based on costs plus mark-up  3.46 93.26 

SOURCE: Authors’ calculations. 
a Means are not statistically different to 5%. p-value = 0.86. 

5%, i.e., in reality both strategies are equally important for Colombian 
firms.  

For large firms the difference is much more pronounced and a price 
setting strategy based on costs plus mark-up is clearly dominant. This is 
not the case for non-large companies, for whom both strategies are equal-
ly important. In the agricultural sector both strategies are equally im-
portant, while in fishing and manufacturing a pricing strategy based on 
costs plus mark-up dominates. 

Finally, the pricing strategy is associated with the level of competition 
firms perceive (Figure 10). The result shows that in a highly competitive 
environment, firms are sustantialy price-takers, but in a low level of com-
petition firms use the costs plus mark-up strategy. The negative relation-
ship between the percentage of firms following a costs plus mark-up strat-
egy and the degree of competition has also been found in other countries 
(see for instance Fabiani et al., 2005).   

6.1.2 Price Discrimination 

Firms are interested in implementing some kind of price discrimina-
tion for different reasons and this phenomenon has been studied in liter-
ature on industrial organization. Such literature defines discrimination as 
the event when two units of the same physical good are sold at different 
prices either to the same or different consumers. Firms obtain greater 
benefits from this nonlinear behavior than if they fixed the same price in 
the different markets (Tirole, 1985). 

To investigate price discrimination by Colombian firms, the ques-
tionnaire asks businesses about the possibility of having different prices 
for buyers of the firm’s main product (question 11). The results in Figure 
11 show that use of a uniform price scheme as a general rule describing 
Colombian firms’ pricing strategies can be rejected outright. As can be 
seen in the figure, most companies (close to 70%) follow a price discrimi-
nation plan.  
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Some clear relations appear regarding price discrimination if firm size 
and economic sector are taken into account (Figure 11). This behavior is 
more pronounced in non-large companies (81% of firms), firms in the ag-
ricultural sector (around 89%) and, to a lesser extent, in the industrial sec-
tor (78%). On the other hand, there is a relation between price discrimi-
nation and the degree of competition (Figure 12). It can be seen that, as 
competition increases so does price discrimination, although it declines 
slightly for companies with more than 20 competitors. 
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Price discrimination can take several forms: the price can be different ac-
cording to the type of customer, the geographical area where the product 
is sold and the number of units sold, among others. Thus, business man-
agers were also asked to indicate the importance of the reasons why they dis-
criminate their prices. The results show sales volume is the most important  
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reason for price discrimination, followed closely by the fact that it is about 
local markets (Figure 13).  

6.1.3 Pricing to Market 

Fabiani et al. (2005) remind us that the law of one price states that, 
taking into account exchange rate adjustments, prices of a product should 
be the same in all markets. Nevertheless, empirical studies reject the value 
of this hypothesis in the short-term. One explanation of this result is that 
transaction costs between geographically different markets are so high 
that they allow price discrimination between countries. This phenomenon 
is known in literature as pricing to market. 

The Colombian economy is not particularly open to international 
trade. This explains why the latter is not one of the main reasons explaining 
the price discrimination described in the previous section.10 Nonetheless, 
when external market discrimination does occur, businesses do it for two 
major reasons: competitor prices and exchange rate. Such result was 
reached by asking businesses about their reasons for discriminating be-
tween prices in domestic and external markets (question 13).  

 
10 It is important to remember that the population studied does not include net ex-

porters, i.e., businesses which sell their products abroad. Caution should therefore be tak-
en when interpreting the results shown in this section. 
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6.2 Frequency of Price Changes 

One measure of the degree of price rigidity in an economy is provided 
by the number of times the price of a good changes during one year or, in 
other words, the period of time between two consecutive changes in pric-
es of that product. An approximation of this measurement is essential for 
improving the macroeconomic models used to support monetary policy. 

The questionnaire asks businesses about the number of times they 
have changed the price of their main product during the last year (ques-
tion 20). The questionnaire’s answers reveal that, on average, the relative 
frequency of price changes is low (Figure 15). Most firms change the price 
once a year (38%) and 75% do so a maximum of two times. This structure 
remains if the size of company is taken into account, with price changes 
occurring predominantly once per year. According to the results, non-
large companies change the price of their main product even less fre-
quently than large firms. Behavior differs between economic sectors. For 
instance, industrial firms change prices much less frequently than those in 
the agricultural or fishing sectors. More frequent changes predominate in 
the latter. This behavior confirms that, in terms of price changes, primary 
activities are more flexible than those which add more value. 

Figure 16 relates the frequency of price changes to the structure of 
competition in the firm’s market. The results lead to the conclusion that, 
as the number of competitors increases, the proportion of firms making 
one change per year decreases. Meanwhile, as firms face more competi-
tors, a larger share of those taking part in the survey answer that they must 
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change the price at least twice a year. A similar situation is seen for firms 
which change the price of their main product more than 24 times per 
year.  

If firms are classified according to the economic destination of their 
main product and this result is related to the number of times the firm 
changes the price of this good (Figure 17), it is found that firms pro-
ducing consumption goods change their prices less frequently. In this 
case, one price change per year predominates (42%), while in the other 
cases two, and between two and five changes per year become more im-
portant.  

6.2.1 Changes in Price Adjustments During the Last Five Years  

The frequency of price adjustment can change according to the phase 
of the business cycle the economy is in. The existence or not of demand 
side pressures and the way in which economic authorities address such 
situations directly affect price adjustment. The implementation of infla-
tion targeting during the current decade has led to lower, more stable and 
predictable inflation. Nonetheless, as stated previously, at the time the 
survey was carried out, inflationary pressures had risen, mainly as a con-
sequence of the strength of domestic demand, higher energy prices and 
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increases in the prices of different raw materials, partly offset by the re-
valuation of the peso. 

The decline in inflation during the first half of the decade reduced 
the need for more frequent price changes. The opposite should therefore 
happen when inflation increases as it did in the most recent period when 
the survey was carried out. Recent years have generally been characterized 
by a very strong global economy with technological innovations and 
movements of goods, services and capital. This has affected the way busi-
nesses set their prices.  

Taking into account the importance of measuring if businesses have 
modified their behavior regarding the number of price changes, survey 
participants were asked if the frequency of price adjustments had changed 
during the five years preceding the survey (question 21). Such time peri-
od was chosen because various works have calculated it as the average 
length of the Colombian economy’s business cycle (Arango et al., 2007). 
Survey participants were given the option to indicate the direction of the 
change.  

The answers suggest that price setting frequency has changed (Figure 
19). Most businesses believe the frequency has increased, some that it has 
declined and others that both of these have happened. If the division of  
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large and non-large companies is analyzed, a larger proportion of small 
and medium sized companies consider that the frequency of price ad-
justment has decreased. The opposite is observed in the case of large 
firms. Meanwhile, the frequency of price adjustments has risen in the in-
dustrial and agricultural sectors. 

The main reasons for changing the frequency of price adjustments 
are, in the order of importance given by survey participants, greater com-
petition from imports, higher inflation and the lower exchange rate (Fig-
ure 20). Cost volatility is linked to increases in the prices of energy, 
transport and raw materials observed throughout the period. The sec-
ond answer can be understood as the definition that the price can be out-
side the market regarding the imported product and the costs of being 
outside increase substantially as competition increases. As an explanation, 
inflation can be another way of saying the same as the option marked as 
most important, or it can also be explained by an increase in inflation ex-
pectations. Appreciation of the exchange rate is also important during the 
period and can doubtlessly have affected price setting in some firms. 

By sector it is interesting to see that for industry the most important 
reason for changing the frequency of price adjustments during the last 
five years was a higher exchange rate. This result suggests that the appre-
ciation of the exchange rate led to an increase in the frequency of price  
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changes possibly because of greater imports competition for companies 
which sell their products domestically, or due to a loss of competitive-
ness abroad for firms which sell a percentage of their products externally. 
Meanwhile, for agriculture and fishing, the greater volatility of input 
prices and the higher exchange rate were the reasons behind firms chang-
ing the frequency of price adjustments (Figure 21).  

When the answers of firms which stated they had increased the fre-
quency of price adjustments are cross referenced with the reasons why 
they did so, it can be seen that a large proportion of survey participants 
consider greater volatility of input prices caused the change in frequency. 
This result remains true for firms which indicate that the frequency has 
decreased (Figure 22). 

6.3 Relation between Pricing Review and Change  

As mentioned, in the price setting process, reviews do not necessarily 
imply change. It is possible to compare the frequency of pricing changes 
and reviews using survey information, which shows that pricing reviews 
are more frequent than changes (Table 6). The table can be interpreted in 



Price formation in Colombian firms: evidence gathered from a direct survey 

 290

  
the following manner: 67.09% of total companies review their prices more 
than three times per year, while those that change their prices more than 
three times per year represent 18.07% of total companies.  

TABLE 6. PRICING REVIEW VS. PRICING CHANGE 

 Relative frequency (%) 

Pricing review > 3 67.09 

Pricing change > 3 18.07 

SOURCE: Authors’ calculations. 
NOTE: Omitted values are not included.  

An explanation for this behavior might be that the companies which 
review their prices do not change them because there is no reason to do 
so. On the other hand, if companies incur costs for reviewing prices, there 
must be compelling reasons not to change them. The problem, therefore, 
resides in finding out what these reasons are.  
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The next section deals with studying the possible motivations behind 
why companies do not change their prices. Nevertheless, the first idea can 
be found in relating the flexibility of price changes with the strategy for 
their review (Figure 23). The more flexible companies are those that use a 
state-dependent review strategy. The opposite occurs when the companies 
follow a time-dependent strategy, a strategy which is characterized as high-
ly rigid.  

The higher reaction capacity of firms which follow a specific strategy is 
by itself an interesting result. Flexibility is an important result of an infla-
tion targeting strategy and knowing how to achieve this is a relevant ques-
tion. However, it is only possible to obtain such information by asking 
agents about the factors which make them behave the way they do. An ex-
planation of the pricing review strategy is inadequate because it does not 
indicate the business’s reasons and motives for not pursuing it.  

 

 

6.4 Theories on Price Rigidity 

One of the survey’s objectives was to investigate the causes of price in-
flexibility inside companies. With respect to this, theories offering various 
explanations are tested in this section of the document. To this end, we 
accept Blinder’s suggestion to question businesses as a way of examining 
the empirical relevance of the different theories (Blinder et al., 1998). 
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The survey explained each of these to those taking part in the survey and 
asked them to rate each option in order of importance.  

The results in Table 7 show the theories in order of importance as 
ranked by survey participants in response to the different statements pre-
sented by the survey. The theories were presented in straightforward lan-
guage and businesses were asked to rank the theory in one of four ways: 1) 
not important, 2) not very important, 3) important and 4) very important. 
The theory we have named “idle costs”11 is the most important according 
to the business managers surveyed.  

TABLE 7. IMPORTANCE OF DIFFERENT PRICE RIGIDITY THEORIES 

 Average Score Standard Dev. 

Idle costs  3.14 0.22 
Explicit contracts 2.90 0.18 
Implicit contracts  2.90 0.11 
Product quality 2.63 0.14 
Coordination failures 2.51 0.15 
Irregular information 2.45 0.10 
Transitory situation 2.41 0.24 
Price point 2.24 0.16 
Menu costs 1.95 0.15 

SOURCE: Authors’ calculations. 
NOTE: Dotted lines indicate that a two-tailed test rejects that the theory above and below the line 

has the same measurement with a 95% level of confidence. 

The idea that prices are mainly determined as a function of the final 
product’s production inputs is not formally recognized by the interna-
tional literature as a price rigidity theory. The argument is based on the 
idea that the lag between a cost shock and a price change is too short. 
Nonetheless, authors such as Gordon (1981) and Blanchard (1983) show 
that due to the fact that a product’s production is tied to a production 
chain composed of many processes, a cost shock for one of these takes 
time to propagate to the other stages of production and, in this way, to the 
final consumer. For this reason, even short lags in the adjustment process 
of one single company can lead to long lags when the entire production 
chain is considered. Additionally, according to this theory, prices do not 
change due to the fact that input costs do not change, i.e., prices are rigid 
because other prices are also rigid.  

 
11 Also known in the literature as cost-based pricing or constant marginal costs. 
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The second group of explanations corresponds to explicit or implicit 
contracts. These two theories are extremely interrelated. Both coincide in 
that agents are looking to avoid price variations. The first of these theories 
was proposed by Fischer (1977) and Phelps and Taylor (1977) and is 
based on the existence of contractual relations between companies and 
consumers in which the former guarantees to sell a product to its custom-
ers at a predetermined price. Companies offer this type of contract in or-
der to build long term relationships with their clients. This should pre-
vent customers from buying elsewhere and establish the foundation for 
the company’s future sales. Additionally, the clients are attracted by con-
stant prices as it helps them minimize search time costs.  

The theory of implicit contracts (Okun, 1981, and Rotemberg, 2005) 
is based on the fact that companies look to build long term relationships 
with their clients in order to make their future sales more predictable. In 
contrast to explicit contracts, implicit contracts try to create customer loy-
alty by changing prices as little as possible. According to Okun (1991), 
price increases should be differentiated between those due to cost shocks 
or demand shocks. Higher costs are rationally accepted as leading to price 
increases, while price increases due to an increase in demand are seen as 
unfair. Therefore, companies do not change their prices due to increases 
in demand as they do not want to impair their relationship with their cus-
tomers. These companies only adjust their prices due to cost shocks. 
Rotemberg’s (2005) idea is based on the theory that clients want to buy 
from companies whose prices are seen as fair.  

The theory of product quality, the fourth most important, refers to 
the fact that companies prefer not to reduce their product prices as the 
client could perceive this as a drop in product quality. According to this 
rationale, companies prefer to maintain constant nominal prices.  

Coordination failures between companies could lead to price rigidity. 
The theory with this name started its academic journey with Clower 
(1965) and Leijonhufvud’s (1968) work on labor market analysis. Later, 
Ball and Romer (1991) applied these ideas in the context of the price set-
ting process. According to this theory, companies do not like to change 
their prices because this might have severe implications for both consum-
ers and the competition. In fact, a company could decide not to increase 
their price for fear of losing clients. On the other hand, a company might 
decide not to reduce its price as this strategy does not guarantee a higher 
market share if its competition does the same. Therefore, after a shock, 
the company only changes its price if there is an agreement with the other 
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companies about the way in which to react. Nominal prices of companies 
remain rigid without this coordination mechanism.  

The irregular information theory is postulated as a deficient flow of 
information. The business’s gathering of required information is slow and 
wasteful as a consequence of temporary lags in the production of certain 
variables. Price change decisions could be prolonged as a consequence of 
the delay in the collection of the required statistical elements.  

The company must make the decision of whether or not to change its 
prices when confronted with a shock. According to the theory of transito-
ry situations or temporary shocks, it is possible that the company will not 
change prices if it thinks that the shock is transitory. The new optimal 
price could be temporary and the company would incur new costs if the 
decision had to be reversed. Companies prefer not to change prices until 
they are sure that the shock is permanent. Thus, frequent price changes 
are considered to be detrimental to customer relationships.  

The price point theory suggests that companies set their prices at psy-
chologically attractive points, a situation associated with discontinuities in 
the demand curve. Companies choose price points as an increase in price 
beyond that point would imply a disproportionate decrease in demand. 
Companies do not immediately react to the presence of small shocks 
which would suggest correspondingly small price changes. On the contra-
ry, price changes are postponed until new events justify a larger price 
change and bring them to the next price point.  

Menu cost theory, the last on the list, is derived from the work of Bar-
ro (1972), Sheshinski and Weiss (1977), Akerlof and Yellen (1985) and 
Mankiw (1985). It is based on the idea that the act of changing prices has 
costs in itself, such as printing and distributing new price lists or changing 
price labels. A company confronted with these costs might change its 
prices less that a company which does not.  

Some differences can be detected if companies are divided by size and 
economic activity (Figure 24). In the first case, the importance given by 
large firms to implicit contracts and product quality as theories to explain 
price rigidity can easily be seen. For non-large companies, product quality 
theory is much less important than for large firms and for companies as a 
whole. By sector, the differences are much more apparent. In fact, the or-
dering of theories changes substantially. The most important theories for 
agriculture, in descending order, are idle costs, price point and irregular 
information. For industry, transitory situations, implicit contracts and co-
ordination failures are the main reasons for keeping their prices stable.  
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And finally, for fishing, idle costs and explicit and implicit contracts 
are the most important. 

7. FACTORS ASSOCIATED WITH PRICE CHANGES  

7.1 Asymmetries 

Empirical literature provides evidence of the differences which exist, 
in terms of conditional probability, of increasing or reducing prices. 
Dhyne et al. (2005) show that there is evidence of a smaller frequency of 
price reductions than price increases in the euro zone. The results for the 
USA are similar (Klenow and Kryvtsov, 2005). Two papers for Columbia 
also show similar results (Zárate and Julio, 2008 and López, 2008).  

The survey asks businesses questions on the importance of several 
price determination factors in order to perform an analysis of the factors 
which determine price changes and stipulate if there are asymmetries 
which depend on the direction of price adjustments. They are asked to 
rate a list of factors which could influence their decision to increase 
(question 26) or lower their prices (question 27). Table 8 shows the results 
of those surveyed in relation to price increase and Table 9 in relation to 
price decreases.  

TABLE 8. ASYMMETRIES IN DECISIONS TO INCREASE PRICES 

 Average score Standard deviation 

Change in raw material costs 3.81 0.05 
Change in competitor prices 3.25 0.08 
Change in energy and fuel prices 2.99 0.08 
Change in taxes and contributions 2.97 0.17 
Change in demand for their main product 2.89 0.10 
Change in the exchange rate 2.83 0.16 
Change in financial costs 2.63 0.13 
Change in labor costs 2.52 0.15 

SOURCE: Own elaboration. 
NOTE: Dotted lines correspond to a two-tailed equality of averages test. 

Table 8 shows that changes in the cost of raw materials (with an aver-
age importance of 3.8) and a change in competitor prices (3.2) are the 
most important factors for explaining a price increase. The most im-
portant elements explaining price decreases are a change in competitor 
prices (3.4 score) and changes in the cost of raw materials (3.2). It is slightly 



Price formation in Colombian firms: evidence gathered from a direct survey 

 298

TABLE 9. ASYMMETRIES IN DECISIONS TO DECREASE PRICES 

 Average rating Standard deviation 

Change in competitor prices 3.39 0.11 
Change in costs of raw materials 3.20 0.08 
Change in demand for their main product 2.91 0.10 
Change in taxes and contributions 2.77 0.21 
Change in the exchange rate 2.72 0.15 
Change in energy and fuel prices 2.56 0.13 
Change in financial costs 2.27 0.14 
Change in labor costs 2.22 0.15 

SOURCE: Own elaboration. 
NOTE: Dotted lines correspond to a two-tailed equality of averages test. 

strange that the same explanatory factors, in a different order, are found. 
Based on these results, one could come to the conclusion that the compa-
ny is willing to respond to shocks that affect their bottom line (competitor 
costs and pricing).12 On the other hand, changes in financial and labor 
costs are not important in either of the events contemplated.  

If groupings are made by company size and by economic sector the 
following is found. With regard to decisions to increase prices, large com-
panies and non-large companies agree that the main motivation is chang-
es in the costs of raw materials (Figure 25). Likewise, a change in the costs 
of fuel and energy is very important for non-large companies. For this last 
group of companies, importance given to labor costs increase in signifi-
cance, an aspect that could be interpreted as a reflection of the im-
portance that this factor could have on the technology they use. In con-
trast, the change in demand for their main product is very important in 
the decision to increase prices for agriculture and fishing, while changes 
in raw material costs is extremely important to industrial companies (Fig-
ure 26).  

With respect to price decreases, the most relevant factors for large 
companies are prices of the competition and raw material costs (Figure 
27). The importance given to the first factor contrasts with that seen in 
decisions to increase prices. Changes in the demand for its principle 
product is the determining factor in the decision to reduce prices for ag-
riculture and fishing, while changes in raw material costs are the most im-
portant for industrial companies (Figure 28).  

 
12 The dotted lines in Tables 8 and 9 correspond to the results of an equality of aver-

ages test. Their reading is similar to that presented in Section 6.4.  
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One way of understanding the asymmetries is to combine the degree 
of importance that each factor confers on the increase and decrease in 
prices into one statistic. Using the information gathered by the survey, a 
balance is constructed that corresponds to the difference between the av-
erage score given by businesses to each factor used when they decide to 
increase or decrease prices. A positive number indicates that a specific 
factor is more important in the decision to increase than to decrease. A 
negative number signifies the exact opposite. The magnitude is also im-
portant because a larger number means that the difference between the 
importance given to a factor for price increases or decreases is greater 
than in the case of a smaller number. The results of this exercise are 
shown in Figure 27. In general, a regular pattern of positive asymmetries 
exists for costs and a negative one for market conditions. The importance 
of changes in raw material costs is evident as an explanation for price in-
creases in comparison to price decreases. Fuel and energy costs display 
similar behavior. The opposite is seen for changes in competitor prices. 
This factor is extremely relevant in the decision to reduce prices.  
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7.2 Adjustment of Prices after Shocks 

The response of prices after different types of shocks that could affect 
the economy will be analyzed next. In this regard, survey participants are 
first asked if they change the price of their main product when an unan-
ticipated event occurs. If so, they are then asked to rate the importance of 
a series of events (question 25).  

Around 90% of firms modify the price of their main product when a 
production cost increase occurs, while 67% do so when a decrease occurs. 
Around 60% react to a decrease in demand. Only 28% change the price 
when demand increases (Figure 28). Meanwhile, when a cost change oc-
curs, the percentage of large companies and non-large companies which 
change prices is similar. On the contrary, if decreases as well as increases 
in demand occur, the vast majority of firms which change their prices are 
large ones.  

On the other hand, if input costs increase, agricultural and industrial 
companies change their prices in similar percentages. A decrease in costs 
affects a higher percentage of agricultural than industrial firms. Fishing 
companies react more than any other type of firm when demand moves 
either up or down (Figure 29).  

Finally, the time taken for a firm to change the price of its main prod-
ucts once a shock occurs is investigated (Figure 30). Companies change  
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prices relatively quickly whatever the type of shock. In almost all cases, the 
most important changes take place in less than one month; their relative 
importance is always over 40%. It should be pointed out that in the case of 
a decrease in the exchange rate, the reaction time could expand to be-
tween one and three months. If the shock that occurs is related to de-
mand, whether positive or negative, firms react with even greater alacrity 
than in other cases. It rarely takes between six months and a year to see a 
price change after the shock. 
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8. CONCLUSIONS 

This document presents the results of a survey given by the Banco de la 
República to 787 Colombian companies from November 2007 to May 
2008. This survey sought to analyses how companies set their prices. The 
sample was constructed using a stratified probabilistic test. The study ex-
amines the topics of determination, adjustment, rigidity and asymmetry 
of company prices. The approach used allowed equal distinction between 
the different existing price rigidity hypotheses in the literature.  

The most important conclusions that can be drawn are: 

 With respect to the markets in which firms participating in the survey 
operate, it can be concluded that the majority of sales by Colombian 
companies are to the domestic market and to long term clients. Further-
more, the markets where Colombian companies operate are not very 
competitive. Companies face, on average, less than five competitors. 

 In relation to the pricing review stage, the evidence suggests that the 
majority of Colombian companies use time-dependent rules when the 
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economy is stable. This is true for companies with few competitors. 
Meanwhile, in times of economic turbulence, companies follow state-
dependent rules. This type of rule is seen more frequently in companies 
which face a high level of competition.  

 When reviewing prices, Colombian companies consider actual and ex-
pected inflation equally important, as well as other relevant variables with-
in the productive process. In this way, companies are forward-looking in 
their pricing decisions.  

 The inflation target set each year by Banco de la República and mini-
mum wage are considered to be important factors when reviewing prices. 
Large companies attribute higher importance to the inflation target, 
while small and medium size companies consider the minimum wage 
more important.  

 Firms which review their prices at set time intervals do so mostly on a 
monthly or quarterly basis. Large firms review their prices more frequent-
ly than the rest. Meanwhile, in the industrial sector, agricultural firms are 
the ones that review their prices with more frequence.  

 Companies which have little competition review their prices every three 
months, while firms with a high level of competition review their prices 
monthly. 

 In general, Colombian firms follow costs plus mark-up and competitor 
based pricing strategies. Large companies, on the whole, operate in non-
competitive markets, while small and medium sized companies are price 
takers.  

 As for the second stage of the price setting process, findings show that 
38% of Colombian firms change their prices once a year, while 75% of 
companies change their prices a maximum of two times a year. In sectori-
al terms, primary sector industries are more flexible than those in the sec-
ondary sector. Along the same lines, evidence is found that companies 
whose production is destined for the domestic market are more flexible 
than those whose production is mostly exported. Likewise, consumption 
goods producers are less flexible than firms producing intermediate and 
capital goods. 
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 Previous studies suggest that prices respond asymmetrically to different 
types of shocks. The survey results allow for the conclusion that cost 
shocks (exchange rate, raw material prices, fuel and energy prices, finan-
cial and labor costs) are more important for explaining price increases 
than for explaining decreases, while demand shocks are more important 
for explaining price reductions.  

 Price adjustment practices changed over the five years previous to when 
the survey was carried out. The main reason for these changes was higher 
input price variability.  

 Price changes were found to be less frequent than pricing reviews when 
comparing the results obtained for the two stages of price setting. On the 
other hand, under normal economic conditions, more flexible companies 
followed state-dependent rules while less flexible companies followed 
time-dependent rules. 

 The hypothesis of cost based prices is the principle explanation for why 
companies did not change their prices more frequently. Even so, theories 
associated with customer preferences for stable nominal prices, such as 
explicit and implicit contracts, are also very important for explaining 
price rigidity. 

Appendix 1  

Detailed Population by Three Digit ISIC Code 

Three digit ISIC Code  

Section Category Description 

A 011 Growing of crops  
A 012 Farming of animals  
B 050 Fishing, aquaculture and service activities incidental to fishing  
D 151 Production, processing and preservation of meat and fish 
D 152 Manufacture of fruit, legumes, vegetables, oils and fats 
D 153 Manufacture of dairy products 
D 154 Manufacture of grain mill products, starches and starch products, and 

prepared animal feeds  
D 155 Manufacture of macaroni, noodles, couscous and similar farinaceous 

products 
D 156 Manufacture of coffee products 
D 157 Sugar refineries and mills 
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D 158 Manufacture of other food products 
D 159 Manufacture of beverages 
D 171 Preparation and spinning of textile fibers 
D 172 Weaving of textiles 
D 173 Textile product finishing of textiles not produced at the same produc-

tion unit 
D 174 Manufacture of other textile products 
D 175 Manufacture of knitted and crocheted fabrics and articles  
D 181 Manufacture of wearing apparel, except fur apparel  
D 191 Tanning and dressing of leather 
D 192 Manufacture of footwear 
D 193 Manufacture of luggage, handbags and the like, saddlery and harness 
D 201 Sawmilling and planing of wood  
D 202 Manufacture of veneer sheets; manufacture of plywood, laminboard, 

particle board and other panels and boards 
D 203 Manufacture of builders' carpentry and joinery 
D 204 Manufacture of wooden containers 
D 209 Manufacture of other products of wood; manufacture of articles of 

cork, straw and plaiting materials 
D 210 Manufacture of pulp, paper and paperboard 
D 221 Publishing 
D 222 Printing 
D 223 Service activities related to printing 
D 224 Reproduction of recorded media 
D 232 Manufacture of refined petroleum products 
D 241 Manufacture of basic chemicals 
D 242 Manufacture of other chemical products 
D 243 Manufacture of man-made fibers 
D 251 Manufacture of rubber products 
D 252 Manufacture of plastic products 
D 261 Manufacture of glass and glass products 
D 269 Manufacture of non-metallic mineral products 
D 271 Manufacture of basic iron and steel 
D 281 Manufacture of structural metal products, tanks, reservoirs and steam 

generators 
D 289 Manufacture of other fabricated metal products; metalworking service 

activities 
D 291 Manufacture general-purpose machinery 
D 292 Manufacture of special-use machinery 
D 293 Manufacture of domestic appliances 
D 311 Manufacture of electric motors, generators and transformers 
D 312 Manufacture of electricity distribution and control apparatus 
D 313 Manufacture of insulated wire and cable  
D 314 Manufacture of accumulators, primary cells and primary batteries 
D 315 Manufacture of electric lamps and lighting equipment 
D 319 Manufacture of other electrical equipment 
D 321 Manufacture of electronic valves and tubes and other electronic com-

ponents 
D 322 Manufacture of television and radio transmitters and apparatus for line 

telephony and line telegraphy 
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Three digit ISIC Code  

Section Category Description 

D 323 Manufacture of television and radio receivers, sound or video record-
ing or reproducing apparatus, and associated goods 

D 331 Manufacture of medical appliances and instruments and appliances for 
measuring, checking, testing, navigating and other purposes, except 
optical instruments 

D 332 Manufacture of optical instruments and photographic equipment 
D 341 Manufacture of motor vehicles and their engines 
D 342 Manufacture of bodies (coachwork) for motor vehicles; manufacture of 

trailers and semi-trailers 
D 343 Manufacture of parts and accessories for motor vehicles and their en-

gines 
D 359 Manufacture of other transport equipment 
D 361 Manufacture of furniture 
D 369 Manufacturing 

SOURCE: DANE. 

Appendix 2 

Stratified Random Sampling 

The group of firms taking part in the research is selected through random 
stratified sampling. This type of procedure requires that the population of 
size N  be subdivided into subpopulations of sizes 1 2, ,..., LN N N  in such a  

way that



1

L

h
h

N N . These subpopulations are defined as strata and their si- 

zes refer to the number of individuals that each of them comprise. In or-
der to achieve an optimal population subdivision or stratification, the 
stratification factors are defined as those which are closely related to the 
characteristics under investigation, and in such a way that the individual 
only belongs to one subpopulation or stratum.  

Once stratification has taken place, a process of random sampling 
without replacement of each of the strata is performed. Samples of 

1 2, , , Ln n n  sizes are thus obtained. In this way, the size of the sample is  

equal to


 
1

L

h
h

n n . In particular, the simple random sampling can be car- 

ried out in such a way that the proportions hN
N  and hn

n  1, ,h L    are  

equal, which is known as proportional assignment. That is to say, the 
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individuals are distributed in the sample strata in similar proportions to 
those found in the population strata. This concept allows for the construc-
tion of central population tendency measurements within each stratum.  

Substitution of those individuals selected through the simple random 
sampling process who do not want to participate in the investigation takes 
place in order to maintain proportional assignment. In other words, they 
do not respond to the survey and therefore do not become part of the 
sample. In theory there should be no substitution of individuals so as to 
not contaminate the selection process as per Martínez (2002). However, 
in practice, the applications of some substitution methods are accepted 
without debating the results. For instance, some individuals from those 
not selected are randomly chosen to substitute the non-participating se-
lected individuals.  

According to Cochran (1977) there are different reasons why stratified 
sampling is a widely used technique. It may be that the most important of 
them centers on the higher precision of the estimation of the popula-
tion’s characteristics based on the relatively homogenous grouping of in-
dividuals in each stratum.  

It is important to define the following concepts, which will be used to 
calculate the sampling measurement and variance and its spread to the 
population, in order to apply the stratified random sampling method. hN  
is the total number of individuals in thh  population stratum, hn  the num-
ber of total individuals in the thh  sampling stratum, hiy  the value of varia-
ble y observed for the thi  individual in the hth stratum. The ensuing varia-
bles are defined as follows: 

— Population measurement of stratum h: 




1

hN
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h
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— Sampling average of stratum h: 
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— Population variance of stratum h: 
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It is possible to construct an estimator of the total population average 
through the stratified average esty  on the basis of the preceding defini-
tions: 
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The variance of this estimator is given by: 
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It can be demonstrated that this estimator complies with the unbi-
asedness property, that is to say, 

 estE y Y , 
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. 

Under stratified sampling, the estimation of the population propor-
tion is based on the stratified sampling proportion: 
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, with 1hia   if company i in stratum h takes the specific  

alternative; 0hia  , in another case.  
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Mercado externo
Si Tiempo de relación con el Cliente 

Formas de Pago
Plazo de Entrega

No Volumen demandado 
Mercados locales
Costos de Transporte

Tipo de cambio
Sistema impositivo del país
Condiciones socioculturales particulares a cada país
Fluctuaciones en la demanda del país
Precios de competidores
Costos de transporte

Ninguno
De largo plazo (más de 1 año) Menos de 5 Si
De corto plazo (menos de 1 año) Entre 5 y 20 No

Más de 20 No Sabe / No Responde

- Se revisa diariamente (o más frecuentemente) (Pase a la pregunta 20)
 - Se revisa únicamente en intervalos fijos de tiempo

Si  - Se revisa principalmente en intervalos fijos de tiempo, pero también
   en respuesta a eventos especificos (ej. Cambios radicales en los

No    precios de los insumos)
 - Se revisa únicamente en respuesta a eventos (Pase a la pregunta 20)

No Sabe / No Responde   especificos

Semanal

Mensual
Trimestral
Semestral
Anual
Más de un año

NOTA 1 para leerle al informante: Responda las preguntas restantes para su principal producto teniendo en mente la proporción de éste 
que es vendida únicamente en el mercado doméstico

Si, ha disminuido
No ha cambiado

Mayor inflación

Menor tasa de cambio

11. ¿Existen distintos precios para  diferentes 
compradores de su principal producto? (si su 
respuesta es negativa pase a nota 1 y léasela al 
informante )

12. Para su principal producto, ¿cuál es la importancia de los siguientes factores a la hora de diferenciar sus precios entre 
diferentes compradores? (Si la respuesta para mercado externo es 3 o 4 continúe, de lo contrario pase a la nota 1) (1 = No 
importante, 2 = Poco importante, 3 = Importante, 4 = Muy Importante 9 = No sabe / No responde)  MOSTRAR TARJETA

Menor inflación
Mayor tasa de cambio

No Sabe / No Responde

20. En los últimos doce meses, ¿cuántas veces ha cambiado el precio de su principal producto?

17. Para su principal producto, ¿es su empresa la líder en precios? 18. ¿Con que frecuencia chequea usted el precio de su principal producto?

14. De las ventas totales de su principal producto, que 
porcentaje se realiza con clientes con los cuales la relación 
comercial es:

Si, ha aumentado Menor competencia interna
Mayor competencia por Importaciones legales/ilegales
Menor competencia por importaciones leagles/ilegales
Cambios tecnológicos 
Mayor volatilidad en los precios de los insumos
Menos volatilidad en los precios de los insumos

22. Pensando en los últimos cinco años, señale la importancia de cada una de las siguientes razones para explicar porqué 
ha cambiado la frecuencia de ajuste de los precios (1 = No importante, 2 = Poco importante, 3 = Importante, 4 = Muy 
Importante, 9=No Sabe / No Responde)

Mayor competencia interna

13. ¿Cuál es la importancia de los siguientes factores para diferenciar sus precios entre el mercado interno y el externo ? (1 = No importante, 2 = Poco importante, 3 = Importante, 4 = Muy 
Importante, 9 = No sabe / No responde ) MOSTRAR TARJETA

15. ¿Cuántos competidores existen para su 
principal producto en el mercado doméstico?

16. ¿Existe una empresa líder en establecer los precios en el 
mercado de su principal producto? (Si la respuesta es No o No 
sabe / No Responde pase a la pregunta 18 )

19. Si usted chequea el precio de su principal producto en intervalos fijos de 
tiempo, ¿con qué frecuencia lo hace?

21. De acuerdo con su experiencia, ¿cree usted que hoy 
frente a cinco años atrás, ha cambiado la frecuencia de 
ajuste de precios de su principal producto? (Si su 
respuesta es No o No sabe / No responde  pase a la 
pregunta 23. ) (Marque sólo una opción)

1
2
3
4

1
2%

1

2

4

3

2

1

2
3
4
5

1

2
3
9

1

9

9

%

1

2

1
1
1
1
1
1
1

2
2
2
2
2
2
2

3
3
3
3
3
3
3

4
4
4
4
4
4
4

6

100%

9
9
9
9
9
9
9

1
1
1
1
1
1

2
2
2
2
2
2

3
3
3
3
3
3

4
4
4
4
4
4

9
9
9
9
9
9

1 2 3 4

1 2 3 4 9
1 2 3 4 9

9

1 2 3 4 9

1 2 3 4 9

1 2 3 4 9
1 2 3 4 9
1 2 3 4 9
1 2 3 4 9
1 2 3 4 9
1 2 3 4 9
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Legales / Regulatorias Fijar precios basados en los precios de los competidores
Precios Internacionales Comunes
Directrices Casa Matriz Fijar precios basados en costos más un margén de ganancia
Reducido poder de negociación frente a sus compradores
Ninguna de las anteriores

Factores

1. Un cambio en los costos laborales

2. Un cambio en los costos financieros
3. Un cambio en los costos de las materias primas
4. Un cambio en los precios de la energía y el combustible
5. Un cambio en los precios de los competidores

6. Un cambio en los impuestos y otras cargas tributarias

7. Un cambio en la demanda por su producto 
8. Un cambio en la tasa de cambio

Factores

1. Un cambio en los costos laborales
2. Un cambio en los costos financieros
3. Un cambio en los costos de las materias primas
4. Un cambio en los precios de la energía y el combustible

5. Un cambio en los precios de los competidores

6. Un cambio en los impuestos y otras cargas tributarias
7. Un cambio en la demanda por su producto 
8. Un cambio en el tipo de cambio

26. En la decisión de aumentar el precio de su principal producto, califique la importancia de cada uno de los siguientes factores: (1 = No importante, 2 = Poco importante, 3 = Importante, 4 = 
Muy Importante ) MOSTRAR TARJETA

27. En la decisión de disminuir el precio de su principal producto, califique la importancia de cada uno de los siguientes factores: (1 = No importante, 2 = Poco importante, 3 = Importante, 4 = 
Muy Importante) MOSTRAR TARJETA

28. Califique la importancia de la siguiente información al momento de calcular el precio de su principal producto: (1 = No importante, 2 = Poco importante, 3 = Importante, 4 = Muy Importante, 
9= No Sabe / No Responde) MOSTRAR TARJETA

23. En el mercado interno a la hora de fijar el precio de su principal producto 
enfrenta usted algún tipo de limitación diferente a la competencia u otras fuerzas 
del mercado:(Múltiples opciones , MOSTRAR TARJETA)

24. ¿Señale la importancia de las siguientes estrategias en la fijación de precios de su principal 
producto en el último año? (1 = No importante, 2 = Poco importante, 3 = Importante, 4 = Muy 
Importante ,9=No Sabe / No Responde ) MOSTRAR TARJETA

25. Ante cada uno de los siguientes eventos no previstos ¿modifica usted los precios de su principal producto? 
25a. Si los modifica, ¿cúanto tiempo se demora en hacerlo?

Más de 12 
meses

 - Información sobre el comportamiento pasado de variables tales como: demanda, 
costos, precio de los competidores…

 - Información sobre pronósticos de todas las variables relevantes en la maximización 
de sus ganancias.

2
3
4

1

Un descenso significativo e
inesperado en los costos de
producción distintos a la tasa de
cambio. 

Un incremento significativo e 
inesperado en la demanda por su 
principal producto.

Un descenso significativo e 
inesperado en la demanda por su 
principal producto.

Un incremento significativo e
inesperado en los costos de
producción distintos a la tasa de
cambio. 

Si se 
modifican

Entre 
1 y 3 meses

Menos de 1 
mes

Entre 
3 y 6 meses

Entre
 6 y 12 meses

Evento 

 - Información sobre el comportamiento actual de variables tales como: demanda, costos, 
precio de los competidores…

Un descenso significativo e 
inesperado de la tasa de cambio.

Un incremento significativo e 
inesperado de la tasa de cambio.

1

1

1

1

1

1

2 3 4 51

5

 - Inflación pasada

 - Inflación actual

 - Inflación esperada

No se 
modifican

2

2

2

2

2

2

1 2 3 4 9

2 3 4 51

2 3 4 51

2 3 4 51

2 3 4 51

2 3 4 51

1
1
1
1
1
1

2
2
2
2
2
2

3
3
3
3
3
3

4
4
4
4
4
4

9
9
9
9
9
9

1
1

2
2

3
3

4
4

9
9

1
1
1
1
1
1

2
2
2
2
2
2

3
3
3
3
3
3

4
4
4
4
4
4

9
9
9
9
9
9

1
1

2
2

3
3

4
4

9
9

1

1

1

1

1

2

2

2

2

2

3

3

3

3

3

4

4

4

4

4

9

9

9

9

9

1 2 3 4 9

1 2 3 4 9
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Appendix 4 

Treatment of Variables Missing Due to No Response 

The existence of missing values, or non-responses to survey questions, 
could potentially lead to a bias in the estimation of the population’s char-
acteristics as pointed out by Lohr (1999), Durrant (2005), SAS/STAT 9.1 
User’s Guide (Proc MI) and Särndal et al. (2005). Different methods exist 
to impute plausible values to the missing data to produce a complete col-
lection of information. Thus, the main reason for using the imputation 
method is to reduce nonresponse bias occurring because the distribution 
of missing, but supposedly known, values generally differs from the distri-
bution of the actual answers.  

The method used in this paper pertains to the category of multiple 
imputation methods. The basic idea of these methods is centered on the 
random assignment of different values to the missing response which 

Si No No Aplica. La compañía tiene un solo producto

30. Evalue la importancia de la fijación del salario mínimo legal por parte del 
gobierno para las decisiones de precios que toma su empresa (1 = No importante, 
2 = Poco importante, 3 = Importante, 4 = Muy Importante ) MOSTRAR TARJETA

29. Evalue la importancia de la meta de inflación fijada por el Banco de la 
República para las decisiones de precios que toma su empresa (1 = No importante, 
2 = Poco importante, 3 = Importante, 4 = Muy Importante ) MOSTRAR TARJETA

31. Si existen razones para cambiar los precios de su principal producto, ¿qué importancia tiene cada uno de los siguientes factores para NO hacerlo? (1 = No importante, 2 = Poco 
importante, 3 = Importante, 4 = Muy Importante) MOSTRAR TARJETA

* La existencia de contratos escritos especificando que los precios sólo
pueden ser cambiados cuando el contrato sea renegociado.

* A pesar de la ausencia de un contrato escrito, existe un acuerdo implícito
con sus clientes, según el cual ellos esperan que no aumenten los precios
cuando las condiciones económicas así lo ameriten.

32. ¿Las respuestas entregadas por usted respecto a su producto principal representan de igual manera sus otros productos?

* La situación que generaría el cambio de precio es considerada como 
transitoria

* La existencia de unos costos asociados con los cambios en los precios. Por
ejemplo, la impresión de nuevas listas de precios, los costos de anunciar los
cambios, etc.

* El riesgo de que los competidores no cambien los precios, es decir, la
empresa no quiere ser la primera en cambiar los precios.

* La frecuencia de la información usada para revisar (y finalmente cambiar)
los precios de su principal producto es irregular. Por lo tanto, los precios
responden lentamente a nuevas condiciones

* Los costos laborales y de materias primas empleados en la producción de 
su principal producto no cambiaron

* Las caracteristicas del producto podrían ser modificadas o alteradas

* Existen umbrales de precios que pueden ser más atractivos para los
clientes. Por ejemplo se puede pensar que su producto se vende más fácil a
$4.999 que a $5.000.

No sabe

1 2 8

No importante
Poco importante

Importante

1 2 3 4

1 2 3 4 9

1 2 3 4 9

9

1 2 3 4 9

1 2 3 4 9

1 2 3 4 9

1 2 3 4 9

1 2 3 4 9

1 2 3 4 9

1 2 3 4 9

1 2 3 4 9

Muy importante
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allows inclusion of uncertainty about the true non-observed value. In 
practice, one of the most employed methods in the context of multiple 
imputations is the Bayesian focus parameter of Markov Chain Monte Car-
lo (MCMC),13 which assumes a multivariate normal distribution of the col-
lection of variables with missing information (Schafer, 1997). 

In those cases where it was not possible to obtain imputation by apply-
ing the MCMC, a non-conditional mean method was used belonging to the 
simple deterministic imputation deduction methods (see Durrant, 2005). 
This method assigns the simple average of the values observed in its strata 
to the missing value.  

Appendix 5  

Calculation of the Mean and the Stratified Weighted Variance 

The stratified sampling average, Appendix 1, is adjusted by weighting the 
importance of each of the companies by its importance in the strata with 
the objective of reaching a better representativeness of the measurement 
of the central tendency by strata. Declared company operating income for 
2005 (to the Superintendencia de Sociedades and the Superintendencia 
Financiera) is used as the measurement of importance in this paper.  

In general, calculation of the stratified weighted average is based on 
the theoretical development of the estimate of a ratio of random values by 
stratum and by its weighted average (see Hansen et al., 1953a, and Hansen 
et al. 1953b). As such, the stratified weighted average, by a measure of the 
importance of the company, is defined as: 

'
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In our case, iy  is the answer to a particular question by the thi  compa-
ny in the thh  stratum and ix  is the value of the net operating income of 
the corresponding company. Additionally, the variance of this estimator 
can be defined as follows: 

 
13 The imputation exercise (MCMC) was carried out using the SAS of MI V.9.1 Proce-

dure. 
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On the other hand, taking the weighted importance of the company 
in the stratum, the stratified weighted proportion is defined as: 
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where hia  takes a value of one if the company chooses a specific alterna-
tive and zero for the opposite situation. 
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(ENIGH), survey done by the Mexican statistical institute, INEGI. This na-
tional survey takes into account households’ income and how they spend 
it. The last update of the INPC basket was done on the second fortnight of 
June 2002. The geographic representation of the index is ensured by in-
cluding 46 cities of the country from all the different states. For more in-
formation about the construction of the INPC see Banco de México (2002).  

Headline inflation is computed using the price variations of the 315 
product categories. Given that not all product prices have the same pat-
tern of behavior, it is convenient to classify categories into groups for the 
analysis. In this document we will do our analysis at group level. Mer-
chandise can be divided in two groups, food and rest of merchandise; ser-
vices in three groups, housing, education, and rest of services; agricultur-
al products in two groups, fruits and vegetables and farm-related goods 
(that include cattle products and eggs); and lastly administered goods 
(that include gasoline, electricity, and gas) and regulated goods and ser-
vices (that include, for example, public transport, parking fees, driving li-
cence fee, etc.). The products included in each group that were used in 
this paper are shown in Tables 6 to 14.  

2.1 The Microdata  

In this paper we will study the nine groups of the INPC described 
above. The studied period goes from July 2002 to December 2009. The 
first observation of our database corresponds to the first observation of 
the latest basket.  

Our dataset consists of quotes that correspond to the monthly average 
of the collected prices of a given item, which are published each month in 
the Diario Oficial de la Federación. Each quote corresponds to a specific 
city, outlet, and good and can be identified by a code. In total we have 
more than 100,000 price trajectories2 consisting of more than six million 
quotes and forming the 315 product categories (see Table 1).  

Our database has some features that need to be specified before pre-
senting the results. Our results will depend greatly on them, therefore 
they need to be analyzed carefully.  

The main one is that the individual prices are not published; the Dia-
rio Oficial de la Federación only publishes the monthly average of these 
prices. For some items (the most volatile ones, like agricultural goods), up 
 

2 Banco de México collects the prices of around 85,000 different goods and services at 
a time; we have around 100,000 trajectories due to substitutions. 
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one of the trouser quotes). All products composed of a small sample of 
items are excluded from our database (this feature is mainly observed in 
clothing products).5 Own housing, hotels, car insurance, gold and silver 
(in the jewelry category), phone services, education, electricity, and high-
way tolls quotes are calculated through subsystems which are calculated 
with observed prices. This kind of products will also be dropped from the 
dataset, except those that have regulated prices (as regulated products 
will be studied separately). Additionally, some item prices are sampled at 
each source around every six months, e.g. housing rent. These trajectories 
are also eliminated. Finally, as in all databases, there can exist outliers, i.e. 
prices that seem highly improbable. Given that we are taking the prices 
from the Diario Oficial de la Federación, this can be of importance given 
that typos cannot be ruled out. We exclude the biggest price increases and 
decreases keeping 99.9% of our database.  

The second column of Table 1 shows the characteristics of the data-
base once the previous facts have been taken into account. Here 38 prod-
uct categories will be excluded, leaving us with 277 product categories, 
75,496 trajectories and more than five million quotes. These represent 
79.94% of the INPC.  

2.2 Unregulated and Regulated Products  

The prices of some of the sampled products are regulated. These 
products form the administered and regulated goods and services groups. 
Given that the frequencies and magnitudes of the changes of these prices 
are not determined by the market, they can present very different dynam-
ics from the other products and can bias our results. Therefore we will 
study separately the groups of regulated products and the ones of unregu-
lated products.  

Table 2 shows this division and gives the number of categories and 
weights of each of the groups. Once the weights of the excluded catego-
ries are accounted, the regulated products account for around 21% of the 
INPC.  

 
 
 

 
5 Clothing products are not composed of small sample of items nowadays but of prices 

of individual items. However, given that at the beginning of our sample they were, we are 
excluding them. 
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ones.7 Education almost does not present downward changes. The groups 
of food and other merchandise show less extreme behaviors having aver-
age frequencies of 37% and 32% respectively. This important heterogene-
ity across sector has previously been documented for other countries, for 
the euro area see Altissimo et al. (2006), and for USA see Carvalho (2006). 
The last one studies how this sectoral heterogeneity affects the dynamics 
of monetary economies.  

There is also no dominant spell length. Different implied durations 
predominate for different groups (Table 5). On average there is a price 
change every five months. However there is a price increase on average 
every eight months but a price decrease every 30 months. Notice how the 
groups of administered goods, fruit and vegetables, and farm-related 
products change prices on average at least once a month. On the other 
hand, the prices of the services are stickier. The housing group changes 
prices on average once a year or less, education less than every six months 
and rest of services less than every three quarters. In all the groups, as ex-
pected, it takes much longer to have a price decrease than a price in-
crease. Regulated goods and services seem to change prices once a year on 
average; however this is just an average, notice that these prices can be 
constant for very long periods and then change more frequently in others.  

4.1.2 Product Level  

At product level (see Tables 6 to 14), the average frequency of price 
changes of unregulated goods ranges from 3.98% (newspapers) to 97% 
(tomato). This heterogeneity is clearly illustrated in Figure 1 where aver-
age frequencies for each product are shown in progressive order. The x-
axis shows the accumulated percent of products plotted to that point. The 
median for unregulated products is 37% while the mean was 32%. In con-
trast, for regulated products the median is 7% while the mean was 27% 
indicating a highly skewed distribution (many products with few price 
changes and not many products with a big number of them).  

All previous results are reinforced with Figure 2. The box plots show 
the distribution properties of the frequencies of price changes, increases, 
and decreases of the items for each of the groups. The differences in loca-
tion, symmetry, and dispersion between the groups are perfectly captured. 
 

7 The results from the group of housing need to be analyzed carefully given that the 
trajectories of their main components, housing rent and own housing, were taken out of 
the database. 
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strong, giving evidence of time dependence. To complement the research 
a study based on scatter plots is done. The corresponding graphs are not 
included in this book.8 

Analysis of the scatter plots shows that some seasonality can be identi-
fied in many of the groups. Housing and education are the most obvious 
cases when looking at frequencies. Nevertheless, other groups like food, 
farm-related goods, and regulated goods and services also show some sea-
sonal effects. When looking at average magnitudes, education is again the 
one with the strongest dependence. Fruits and vegetables, and farm-related 
 

8 The full paper can be found in www.banxico.org.mx. 
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goods show some cycles in their patterns of average magnitudes although 
less strong than for average frequencies. 

The scatter plot analysis also shows that the average frequencies seem 
to move strongly with inflation. This is particularly evident for food, rest 
of merchandise, and rest of services. As word of caution, a simple scatter-
plot is not a robust way of detecting relations and dynamics. In some cases 
the relations shown may not be significant, there may be a lag on the re-
sponses of certain groups, or extreme values may be causing unwanted ef-
fects. As further research, a good model may need to be developed to con-
firm or reject the results given here. 
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Summing up, in Mexico heterogeneity of the pricing dynamics be-
tween sectors is crucial. Some groups, like housing (excluding rents and 
own housing) and education, seem to be time dependent. All the other 
unregulated groups seem more to be state dependent. 

4.4 Comparison with Previous Research  

Finally we should compare our results to previous papers done for 
Mexico, specifically Castañón et al. (2008) and Gagnon (2009). Castañón 
et al. (2008) study the price setting process through a survey of firms of 
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Introduction 

María Teresa Ramírez 

This section of the book analyzes the presence of wage rigidities in two 
Latin American countries: Chile and Colombia. The study of wage rigidi-
ties has been driven by the effect they can have on the labor market and 
monetary policy.  

The fact that wage rigidities partly determine inflation persistence and 
volatility, means understanding their causes is essential for improving the 
work of economic authorities. This type of analysis is also relevant for cen-
tral banks given its contribution to improving the microfoundation of 
their price and wage models by incorporating nominal and real rigidities. 

The studies presented below employ microeconomic data, allowing 
wage rigidities to be examined individually and at the company level. It is 
important to point out that the study of wage rigidities using microdata 
and survey information does not seem to have received sufficient atten-
tion. As far as we know there are four exceptions to this: the papers on 
Chile and Colombia included in this section, Iregui et al. (2011), who 
made an empirical examination of wage rigidities in Colombia based on 
wage samples at the company level,1 and Castellanos et al. (2004), which 
analyzes wage rigidities in Mexico.2 

As mentioned, this part of the book presents studies for Latin Ameri-
ca. In particular, in their paper on Chile, Cobb and Opazo use infor-
mation from 588,000 wage histories for the period December 2001 to 
 

1 See Iregui, Melo and Ramírez (2011), “Are wages rigid in Colombia?: Empirical evi-
dence based on a simple of wages at the firm level“, Monetaria, vol. XXXIV, number 1, Jan-
uary -March, pp. 63-91. 

2 See Castellanos, García-Verdú and Kaplan (2004), “Nominal wage rigidities in Mexi-
co: evidence from social security records”, Journal of Development Economics, vol. 75, pp. 507-
533. 
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December 2007 obtained from the Chilean Security Association (Aso-
ciación Chilena de Seguridad) to examine the frequency of nominal wage ad-
justments in Chile and, particularly, the frequency of wage decreases as a 
measure of labor market rigidity. The authors find that, on average, wages 
took close to nine quarters to adjust. According to their calculations, the 
degree of downward flexibility of wages depends positively on the partici-
pation of young workers and the size of company, while it depends nega-
tively on the percentage of high income employees.  

In the case of Colombia, Iregui, Melo and Ramírez, prepare and apply 
a survey of 1,305 Colombian firms in order to study the nature and 
sources of wage rigidities in the country.  The survey also enables the au-
thors to evaluate different wage rigidity theories that explain firms’ behav-
ior regarding wage adjustments in Colombia. The results show the pres-
ence of downward rigidities in real and nominal wages in the country. 
Furthermore, according to the survey the most important reasons why 
firms do not cut wages during times of economic difficulty are: to avoid 
losing their most productive workers and to prevent decreases in employ-
ee motivation. Such reasons are related to the efficiency wage theory.  
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