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ABSTRACT

This paper has two objectives, one is to forecast inflation and the other to identify a set of variables that Banco de Guatemala should monitor to achieve its inflation target. VAR models are employed to identify this set of variables. To do so, this kind of models are used just as forecasting instruments, ignoring any structural or theoretical interpretation of them. The variables included in the VAR models are those that intuitively contain some information about inflation and therefore could be good forecasters of it. Each model is estimated using a specific set of variables and a particular definition for each them. The set of variables in the model that proves to be the best forecaster of inflation is the set of variables that Banco de Guatemala should follow closely. ARIMA models are constructed as benchmarks. The idea is to determine whether the variables included in the VAR models have more information to forecast inflation than the information contained in the past behavior of the inflation series.

As a result of the adoption of a new CPI a structural change was produced in the inflation series. This fact provides the opportunity to test the forecasting capabilities of VAR and ARIMA models in the framework of intervention analysis. Finally, the year 2002 is forecasted with the best models and the results are judged under the plausibility criterion, considering the recent development of the series.
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Introduction

It is now generally accepted that keeping low and stable rates of inflation is the primary objective of central banks. Economic agents, private and public alike, monitor closely the evolution of prices in the economy, in order to make decisions that allow them to optimize the use of their resources. In this context, it is very important to forecast inflation. A number of central banks have adopted an inflation targeting scheme to pursue their monetary policy. In this framework, the inflation target is the nominal anchor and therefore forecasting inflation plays a key role. Even though the inflation target usually originates from a political consensus among different government institutions, it also should be statistically plausible. Therefore, central banks must have good models to forecast inflation. There is the possibility that Banco de Guatemala will adopt an inflation target regime in the near future and the existence of inflation forecasts will be a must for the Bank in order to succeed in this policy implementation. This paper has two objectives, the first one is to forecast inflation in Guatemala, while the second one is to select a group of variables that Banco de Guatemala should follow closely to achieve its inflation target. For this purpose, vector autoregressive models are employed. The variables included in the models are variables that intuitively contain information about inflation, such as interest rates, money aggregates, exchange rates, output, and so forth.

Many possible combinations of these variables are tested in the VAR models. The group of variables that help to predict inflation best should be followed closely by Banco de Guatemala as it conducts its monetary policy.

In addition, several ARIMA models for inflation are built. These models are well known for being simple, robust, and parsimonious, and for providing good results. The idea is to determine whether the variables included in the VAR models have more information to forecast inflation than the information contained in the past behavior of the inflation series. In order to evaluate forecasts and rank them, out-of-sample forecast evaluation is performed. The criterion to assess the goodness of the inflation forecast is the minimization of the root mean square error of the forecast errors.

The base of the Consumer Price Index was March – April 1983 until the year 2001, when a new CPI was adopted. The base of this new CPI is December 2000. The new index includes more items and new weights. It was found that the new CPI produced a structural change in the series. Therefore, intervention analysis was performed to model the structural change, which gives an opportunity to test the forecasting capabilities of the models in this context.

In the first part of the paper, the inflation series is examined graphically to develop some general intuition about the structure of the series. This structure determines the strategy to model the series. In the second part, the methodology employed in the paper is exposed. Then, the models and their results for the period previous to the structural change (1993 – 2000) are presented in the third part. The intervention analysis is performed in the fourth part. Finally, the conclusions are presented.
1. Analysis of the inflation series

The first step in forecasting a series is to check the structure of the data to be forecasted. In this section, an informal analysis of the inflation series is developed, in order to obtain some preliminary knowledge about the stationarity of the series (existence of a trend or a seasonal pattern.) To accomplish these first steps, both the graph and the autocorrelation function of the series are going to be examined.

It is important to notice that from 1983 to 2000 the base of the CPI was March-April 1983. The base for the new index is December 2000. The new index was built according to the income and expenditure survey of 1999 – 2000, and it includes 422 items (the old index included 212). Considering the big time gap between both base-years and the fact that the new CPI has more items and also different weights for each article, there might be a structural change in the series.

The measure of inflation used in this work is the annual rate of change in the monthly consumer price index (Figure 1.)

It can be seen on Figure 1 that the inflation series presents a trend, and consequently the series is not stationary. At first sight, there seems to be a change in the mean of the series for the period 1998 – 2000, and also for the period following 2000 (which might suggest a structural change in the series that coincides with introduction of the new CPI). However, these previous conjectures will have to be tested through formal statistical procedures.

The autocorrelation function, shown in Figure 2, also provides very useful information.
The inflation's autocorrelation function is typical of a non-stationary process, where the autocorrelation declines slowly as the number of lags increases. This behavior is what we expected from the graphic analysis of the data.

In order to get more information about the inflation series, the autocorrelation function in first differences was calculated (Figure 3).
The variable seems to be stationary in first differences, with a few significant autocorrelations and then an exponential drop. Since there is significant structure in 4th and 12th lags, we can infer that the series presents seasonality. Interestingly, according to the partial autocorrelation function, there is significant structure in the 24th lag.

At this point, we can infer that the inflation series is non-stationary and that it might be integrated of order one (this statement needs to be confirmed through the Dickey Fuller test.) Moreover, the series might present a seasonal pattern and it shows the existence of structure up to lag 24. Altogether, this means that it is not an easy series to be modeled.
2. Method

2.1 ARIMA Models

ARIMA models are univariate models that consist of an autoregressive polynomial, an order of integration (d), and a moving average polynomial. ARIMA models are well known for being simple, robust, and parsimonious, and for providing good results. ARIMA models for the inflation series are constructed with two objectives in mind: to forecast inflation and to provide a benchmark for other forecasts. The main idea is to determine whether or not the variables included in the VAR models have more information to forecast inflation than the information contained in the past behavior of the inflation series, which is modeled with the ARIMA models.

In order to create ARIMA models, the steps of the Box and Jenkins' method are followed; that is:

a) Identify.
b) Estimate.
c) Verify.

2.2 VAR Models

As it was pointed out earlier, one of the objectives of this paper is to forecast inflation using multivariate models to identify the variables that Banco de Guatemala should monitor to achieve its proposed inflation target. The univariate models will be used as benchmarks to compare the performance of the multivariate ones.

Vector autoregressive models are used to build the multivariate models. These VAR models are used only as forecasting instruments, which means that neither theoretical considerations nor structural analysis are carried out. In this sense, VAR models offer a lot of flexibility in their construction and they were originally developed with that purpose.

In this context, the variables in the VAR models, which were included without regards to any particular economic theory, are those that intuitively contain information about inflation and their role in the model will be just as predictors of such variable. Those that prove to be good forecasters of inflation will remain in the model and the rest will be excluded.

The variables taken into account in the VAR models are, as it was already said, those that might contain information about inflation and consequently might also be good forecasters of it: output, interest rate, exchange rate, money and oil prices. For some of these variables there are more than one definitions, like M1 and M2 for money; therefore the different definitions are alternatively included in the models.

In other words, at this point, after having chosen the variables and their definitions, the VAR models are constructed with different variables. Hence, the variables that Banco de Guatemala should follow closely to conduct its monetary policy ought to be those variables (and their definitions) included in the model that prove empirically to give the best forecast of inflation.

The variables and their different definitions are presented in Table 1.
### TABLE 1
MODEL VARIABLES AND DEFINITIONS

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>OIL PRICES</th>
<th>MONEY</th>
<th>INTEREST RATE</th>
<th>EXCHANGE RATE</th>
<th>OUTPUT GROWTH</th>
<th>PRICES</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEFINITIONS</td>
<td>INTERNATL. OIL PRICES (NEW YORK MERCANTILE EXCHANGE)</td>
<td>M1</td>
<td>DEPOSIT SHORT TERM</td>
<td>EXCHANGE RATE (BUY)</td>
<td>MIEA</td>
<td>INFLATION</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M2</td>
<td>DEPOSIT LONG TERM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1/ Due to lack of GDP’s monthly data, the Monthly Index of Economic Activity is used as a proxy for output growth.
2/ *EMISION.* Currency issue: currency outside deposit money banks plus cash in vaults of the banks.

#### 2.3 Criterion to establish the ranking of the different forecasts

The criterion to establish the ranking of the different forecasts is the minimization of the Root Mean Square Error -RMSE-.

\[
RMSE = \sqrt{\frac{\sum (Y_i - \hat{Y})^2}{n}}
\]

Where:

- \( Y \) = Observed
- \( \hat{Y} \) = Forecasted
- \( n \) = Number of observations

The RMSE tells us how close the forecasted series is to the original series. The closer the RMSE is to zero, the better the forecast is.

As it was said before, there is the possibility of structural change in the inflation series from January 2001 on. This gives us the opportunity to test the different models and its forecasting capabilities in two different frameworks, that is, in periods with and without structural change in the series.

For the period without structural change, the models will be estimated with information from January 1993 to December 2000, then the forecasted series will be computed from January to December 2000. The RMSE will then be obtained with this information (the observed and forecasted series from January to December 2000).

#### 2.4 Intervention analysis

An intervention can be interpreted as the occurrence of an exogenous event, which exerts its influence on the historical behavior of a variable. Such intervention could be a change in the
economic policy, like the implementation of a new set of fiscal policies, or the occurrence of natural phenomena, political events, and so forth.

This methodology provides the framework to model the structural change in the series and it will be performed as follow:

a) First, it has to be determined whether or not there is statistical evidence of structural change. This will be done through the test of Box and Tiao, which consists on the statistic $C$, as follows:

$$ C = \left( \sum_{h=1}^{H} e^2_{I-2+h} \right) / \sigma^2 $$

Where:

$\sigma^2 = $ residual variance of the model built for the previous period (1993 – 2000 in this case)

$H = $ Each forecast

$I = $ Number of forecasted periods

$t = I $ and $e_{I}(1),...,e_{I+H-2}(1)$ forecast errors one period ahead.

The test has a Chi square distribution.

If the model does not represent the series up to the observation $t=I+H-1$, the value of $C$ will be big (according to the Chi square distribution). If this happens, it means that there is a structural change in the series and an intervention model will have to be built.

a) If there is statistical evidence of structural change, according to Box and Tiao test, an intervention variable has to be added to the model. On the other hand, if there is no evidence of structural change, then the model is enough good to represent and forecast the series after the occurrence of the exogenous event.

b) In the case when there is a structural change, the intervention variable has to be significant in the model and, therefore, it has to help to produce better forecasts.

3. Results for the period 1993 - 2000

3.1 ARIMA model

ARIMA models were built following Box and Jenkins methodology. According to the results, the model that best fits the inflation series is shown in Figure 4.
FIGURE 4

Dependent Variable: DLRITP
Method: Least Squares
Sample(adjusted): 1995:02 2000:12
Included observations: 71 after adjusting endpoints
Convergence achieved after 12 iterations

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.011024</td>
<td>0.002677</td>
<td>-4.118698</td>
<td>0.0001</td>
</tr>
<tr>
<td>AR(12)</td>
<td>-0.787864</td>
<td>0.113930</td>
<td>-6.915330</td>
<td>0.0000</td>
</tr>
<tr>
<td>AR(24)</td>
<td>-0.424795</td>
<td>0.128205</td>
<td>-3.313414</td>
<td>0.0015</td>
</tr>
<tr>
<td>MA(1)</td>
<td>0.371872</td>
<td>0.093367</td>
<td>3.982920</td>
<td>0.0002</td>
</tr>
<tr>
<td>MA(4)</td>
<td>-0.351205</td>
<td>0.090873</td>
<td>-3.864786</td>
<td>0.0003</td>
</tr>
<tr>
<td>MA(5)</td>
<td>-0.565482</td>
<td>0.074379</td>
<td>-7.602682</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

R-squared 0.570046  Mean dependent var -0.008547
Adjusted R-squared 0.536973  S.D. dependent var 0.135128
S.E. of regression 0.091949  Akaike info criterion -1.854440
Sum squared resid 0.549552  Schwarz criterion -1.663228
Log likelihood 71.83264  F-statistic 17.23583
Durbin-Watson stat 2.143281  Prob(F-statistic) 0.000000

The seasonal regressors and the long lags reflect the complexity of the series. The correlogram of the residuals is also shown in Figure 5:
The 12 months of year 2000 were forecasted with this model and the RMSE obtained was 0.09039. This value is higher than the results obtained through the best VAR models, which means that the ARIMA model cannot predict inflation better than the best VAR model does.

In the following part, the forecasting capabilities of these models will be used to model structural change.
### 3.2 Results from the VAR models

As it was pointed out previously, the VAR models are used only as forecasting instruments and they include variables that might contain information about inflation and therefore could contribute to its forecast. Each one at a time, VAR models including different number of variables and different definitions of them, were solved. The most general form of the VAR models is presented here:

\[
\Pi_t = \alpha_1 + \sum_{j=1}^{k} \beta_{1j} \Pi_{t-j} + \sum_{j=1}^{k} \gamma_{1j} TC_{t-j} + \sum_{j=1}^{k} \theta_{1j} M_{t-j} + \sum_{j=1}^{k} \lambda_{1j} i_{t-j} + \sum_{j=1}^{k} \delta_{1j} Y_{t-j} + \sum_{j=1}^{k} \phi_{1j} Pp_{t-j} + u_t
\]

\[
TC_t = \alpha_2 + \sum_{j=1}^{k} \beta_{2j} \Pi_{t-j} + \sum_{j=1}^{k} \gamma_{2j} TC_{t-j} + \sum_{j=1}^{k} \theta_{2j} M_{t-j} + \sum_{j=1}^{k} \lambda_{2j} i_{t-j} + \sum_{j=1}^{k} \delta_{2j} Y_{t-j} + \sum_{j=1}^{k} \phi_{2j} Pp_{t-j} + u_{2t}
\]

\[
M_t = \alpha_3 + \sum_{j=1}^{k} \beta_{3j} \Pi_{t-j} + \sum_{j=1}^{k} \gamma_{3j} TC_{t-j} + \sum_{j=1}^{k} \theta_{3j} M_{t-j} + \sum_{j=1}^{k} \lambda_{3j} i_{t-j} + \sum_{j=1}^{k} \delta_{3j} Y_{t-j} + \sum_{j=1}^{k} \phi_{3j} Pp_{t-j} + u_{3t}
\]

\[
i_t = \alpha_4 + \sum_{j=1}^{k} \beta_{4j} \Pi_{t-j} + \sum_{j=1}^{k} \gamma_{4j} TC_{t-j} + \sum_{j=1}^{k} \theta_{4j} M_{t-j} + \sum_{j=1}^{k} \lambda_{4j} i_{t-j} + \sum_{j=1}^{k} \delta_{4j} Y_{t-j} + \sum_{j=1}^{k} \phi_{4j} Pp_{t-j} + u_{4t}
\]

\[
Y_t = \alpha_5 + \sum_{j=1}^{k} \beta_{5j} \Pi_{t-j} + \sum_{j=1}^{k} \gamma_{5j} TC_{t-j} + \sum_{j=1}^{k} \theta_{5j} M_{t-j} + \sum_{j=1}^{k} \lambda_{5j} i_{t-j} + \sum_{j=1}^{k} \delta_{5j} Y_{t-j} + \sum_{j=1}^{k} \phi_{5j} Pp_{t-j} + u_{5t}
\]

\[
Pp_t = \alpha_6 + \sum_{j=1}^{k} \beta_{6j} \Pi_{t-j} + \sum_{j=1}^{k} \gamma_{6j} TC_{t-j} + \sum_{j=1}^{k} \theta_{6j} M_{t-j} + \sum_{j=1}^{k} \lambda_{6j} i_{t-j} + \sum_{j=1}^{k} \delta_{6j} Y_{t-j} + \sum_{j=1}^{k} \phi_{6j} Pp_{t-j} + u_{6t}
\]

Where:

- \( \Pi \) = inflation
- \( TC \) = exchange rate
- \( M \) = money
- \( i \) = interest rate
- \( Y \) = output
- \( Pp \) = oil prices

All the variables included in the VAR models must be stationary. So, before their inclusion in the models, the variables were checked for stationarity. The Dickey – Fuller test was employed to test for unit roots and it was found that all the variables were integrated of order one, \( I(1) \). This means that they are stationary after only one differencing operation.

All the possible VAR models were estimated considering different number of variables through some of their different definitions. A total of 114 models and their correspondent forecasts were obtained at the first stage. To determine the value of \( k \), which represents the number of lags of the variables, the Schwarz Criterion was adopted. It was chosen on the basis of its asymptotic properties with large samples.
According to the RMSE criterion, not even one of the VAR models estimated proved to forecast better than the ARIMA model. At first it was thought that the moving average component of the ARIMA model might be an advantage for this kind of models, in this particular case, in the forecasting of inflation. However, after a closer look it was found that most of the VAR models were specified with two and four lags while the autocorrelation function of inflation showed to have a longer structure (as it was pointed out in part number two of this work). As it will be shown below, the ARIMA model of the series has significant coefficients in lags 12 and 24 in the autoregressive part. As a result, another approach to select the lag length was adopted.

The Schwarz and Akaike criteria have been criticized for penalizing the number of coefficients in the model, without taking into account how the model looks like, Wickens (2002). Therefore, it is recommended to start with a general model, and then find the maximum lag length by testing the significance of the coefficients using standard t-tests.

The outcome is usually a model with too many lags, while it has been shown that for most purposes it is better to have a model with as few lags as possible. This can be accomplished by having a very strict significance criterion. After this new approach was defined, the models were estimated again, using twelve and eighteen lags to start the regressions. This time, some of the VAR models proved to be better forecasters than ARIMA models, according to the RMSE criterion. The models with best results were chosen and are shown in table 2.

### TABLE 2

**BEST VAR MODELS TO FORECAST RESULTS**
**PERIOD 1993 - 2000**

<table>
<thead>
<tr>
<th>Models of 18 Lags:</th>
<th>Variables:</th>
<th>RMSE$^{a/}$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>Inflation, MIEA$^{b/}$, IOILP$^{c/}$</td>
<td>0.02290978</td>
</tr>
<tr>
<td>(2)</td>
<td>Inflation, MIEA, LTDIR$^{d/}$</td>
<td>0.03550484</td>
</tr>
<tr>
<td>(3)</td>
<td>Inflation, MIEA, ER$^{e/}$</td>
<td>0.03750642</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models of 12 Lags:</th>
<th>Variables:</th>
<th>RMSE$^{a/}$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>Inflation, MIEA, ER, EMI$^{f/}$, LTDIR, IOILP</td>
<td>0.03137564</td>
</tr>
<tr>
<td>(2)</td>
<td>Inflation, MIEA, ER, BASE$^{g/}$, IOILP</td>
<td>0.03248904</td>
</tr>
<tr>
<td>(3)</td>
<td>Inflation, MIEA, EMI, LTDIR</td>
<td>0.05481890</td>
</tr>
</tbody>
</table>

$^{a/}$ Root Mean Square Error.
$^{b/}$ MIEA = Monthly Index of Economic Activity.
$^{c/}$ IOILP = International Oil Prices.
$^{d/}$ LTDIR = Long Term Deposit Interest Rate.
$^{e/}$ ER = Exchange Rate.
$^{f/}$ EMI = Emission (Currency Issue) = Currency outside deposit money banks, plus cash in vaults of the banks.
$^{g/}$ Monetary base.

According to these results, Banco de Guatemala should monitor the Monthly Index of Economic Activity (MIEA) and international oil prices (IOILP). However, it should be noted that the central bank exerts no influence on these variables, and being so, they do not contribute with relevant information for policy purposes. The second model in the ranking includes MIEA, exchange rate (ER), Emission (EMI), Long Term Interest Rate on Deposits (LTDIR) and IOILP. This information is more useful for monetary policy because Banco de Guatemala can exert influence over some of these variables, like the ER, EMI and LTDIR.
4. Intervention analysis

As it was explained before, the Consumer Price Index was re-defined in December 2000, and this event could have caused a structural change in the inflation series. In order to test this hypothesis, the Box and Tiao Test for structural change was performed. The null hypothesis of non-existence of structural change was rejected. In other words, the results obtained support the existence of a structural change in January 2001.

Now, the problem is to establish the form of the intervention variable. In fact, there are two different ways to conceive the structural change: it can be viewed either as a permanent change or as a temporary one. A permanent change would mean that since the new CPI has more items and more up to date sample and weights, it would always show higher rates of inflation. On the other hand, a temporary change means that during the year 2001 data of the one year change in the CPI is distorted for being the change between two different baskets of products and services. But in the year 2002 that effect would disappear because the change corresponds to the same basket.

In order to model the permanent change scenario, the intervention variable has the following form: zeros for the period previous to the intervention (January 1993 to December 2000) and ones after it (January 2001 to April 2002).

In the case of the temporary change scenario, the intervention model is composed of zeros before and after the intervention (January 1993 to December 2000 and January 2002 to date). For the intervention itself, ones are used (January to December 2001).

4.1 ARIMA model with intervention

4.1.1 Permanent change

This is the same model built for the period 1993 - 2000 but it now includes an intervention variable to account for the structural change (dum1). This time, the sample has been expanded to include April 2002. The estimated model and the forecasted series are presented in Figures 6 and 7. It is important to point out that the intervention variable is statistically significant.

FIGURE 6

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.010879</td>
<td>0.002222</td>
<td>-4.895685</td>
<td>0.0000</td>
</tr>
<tr>
<td>DUM1</td>
<td>0.051023</td>
<td>0.014816</td>
<td>3.443860</td>
<td>0.0009</td>
</tr>
<tr>
<td>AR(12)</td>
<td>-0.751912</td>
<td>0.100354</td>
<td>-7.492573</td>
<td>0.0000</td>
</tr>
<tr>
<td>AR(24)</td>
<td>-0.325762</td>
<td>0.102665</td>
<td>-3.173047</td>
<td>0.0021</td>
</tr>
<tr>
<td>MA(1)</td>
<td>0.269323</td>
<td>0.096527</td>
<td>2.81157</td>
<td>0.0050</td>
</tr>
<tr>
<td>MA(4)</td>
<td>0.469008</td>
<td>0.088170</td>
<td>5.23847</td>
<td>0.0000</td>
</tr>
<tr>
<td>MA(5)</td>
<td>-0.565953</td>
<td>0.099440</td>
<td>-5.6983</td>
<td>0.0000</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.577130</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean dependent var</td>
<td>-8.67E-05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.545415</td>
<td></td>
<td>0.130133</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>0.087740</td>
<td></td>
<td>1.91851</td>
<td></td>
</tr>
<tr>
<td>Schwarz criterion</td>
<td>-1.753445</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-statistic</td>
<td>18.19726</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob(F-statistic)</td>
<td>0.000000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Dependent Variable: DLRITP
Method: Least Squares
Sample(adjusted): 1995:02 2002:04
Included observations: 87 after adjusting endpoints
Convergence achieved after 16 iterations

Also, it is important to check the autoregression function of the residuals. This information can help to find out whether or not the permanent-change model is a better model than the temporary-change one. The residuals of the model without intervention are better than those of the permanent-change and the temporary-change models. However, it is important to keep in mind that the residuals of these two models correspond to a period of time, which is characterized for having more difficulties to be dealt with in the forecasting.

Also, it is important to check the autoregression function of the residuals. This information can help to find out whether or not the permanent-change model is a better model than the temporary-change one. The residuals of the model without intervention are better than those of the permanent-change and the temporary-change models. However, it is important to keep in mind that the residuals of these two models correspond to a period of time, which is characterized for having more difficulties to be dealt with in the forecasting.
4.1.2 Temporary change

This time the intervention variable (dum2) included in the original ARIMA model accounts for the temporary change as it is shown below.

**FIGURE 9**

Dependent Variable: DLRITP  
Method: Least Squares  
Date: 05/30/02 Time: 20:41  
Sample(adjusted): 1995:02 2002:04  
Included observations: 87 after adjusting endpoints  
Convergence achieved after 16 iterations  

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.011150</td>
<td>0.002215</td>
<td>-5.033616</td>
<td>0.0000</td>
</tr>
<tr>
<td>DUM2</td>
<td>0.062372</td>
<td>0.017573</td>
<td>3.549386</td>
<td>0.0006</td>
</tr>
<tr>
<td>AR(12)</td>
<td>-0.754012</td>
<td>0.100085</td>
<td>-7.533680</td>
<td>0.0000</td>
</tr>
<tr>
<td>AR(24)</td>
<td>-0.314817</td>
<td>0.102193</td>
<td>-3.080598</td>
<td>0.0028</td>
</tr>
<tr>
<td>MA(1)</td>
<td>0.328679</td>
<td>0.086282</td>
<td>3.809338</td>
<td>0.0003</td>
</tr>
<tr>
<td>MA(4)</td>
<td>-0.407721</td>
<td>0.081117</td>
<td>-5.026336</td>
<td>0.0000</td>
</tr>
<tr>
<td>MA(5)</td>
<td>-0.571949</td>
<td>0.068465</td>
<td>-8.353912</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

R-squared 0.579246  Mean dependent var -8.67E-05  
Adjusted R-squared 0.547690  S.D. dependent var 0.130133  
S.E. of regression 0.087520  Akaike info criterion -1.956868  
Sum squared resid 0.612776  Schwarz criterion -1.758461  
Log likelihood 92.12374  F-statistic 18.35584  
Durbin-Watson stat 2.092016  Prob(F-statistic) 0.000000

The intervention variable is significant, as it is in the permanent-change model.

**FIGURE 10**

As it can be seen in the forecast graph, the RMSE for the whole period is not really different to that of the previous model.
Checking the residuals of the model does not help to find a significant difference between both models either.

### 4.2 VAR models with intervention

The best VAR models to forecast inflation for year 2000 are used to model the structural change of January 2001. To do so, an intervention variable is introduced in the models. The intervention variables are the same employed in the ARIMA model. Alternatively, one of them accounts for a

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>Partial Correlation</th>
<th>AC</th>
<th>PAC</th>
<th>Q-Stat</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>.</td>
<td>.</td>
<td>1</td>
<td>-0.056</td>
<td>-0.056</td>
<td>0.2850</td>
</tr>
<tr>
<td>.*</td>
<td>.*</td>
<td>2</td>
<td>-0.108</td>
<td>-0.112</td>
<td>1.3511</td>
</tr>
<tr>
<td>**</td>
<td>**</td>
<td>3</td>
<td>-0.209</td>
<td>-0.226</td>
<td>5.3916</td>
</tr>
<tr>
<td>*</td>
<td>.</td>
<td>4</td>
<td>0.090</td>
<td>0.148</td>
<td>6.1403</td>
</tr>
<tr>
<td>*</td>
<td>.*</td>
<td>5</td>
<td>0.181</td>
<td>0.152</td>
<td>9.2298</td>
</tr>
<tr>
<td>*</td>
<td>.</td>
<td>6</td>
<td>-0.003</td>
<td>-0.008</td>
<td>9.2305</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>7</td>
<td>-0.028</td>
<td>0.037</td>
<td>9.3061</td>
</tr>
<tr>
<td>.</td>
<td>.*</td>
<td>8</td>
<td>0.088</td>
<td>0.086</td>
<td>10.065</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>9</td>
<td>-0.023</td>
<td>-0.032</td>
<td>10.117</td>
</tr>
<tr>
<td>.</td>
<td>10</td>
<td>10</td>
<td>0.019</td>
<td>0.011</td>
<td>10.152</td>
</tr>
<tr>
<td>.</td>
<td>.*</td>
<td>11</td>
<td>0.066</td>
<td>0.130</td>
<td>10.592</td>
</tr>
<tr>
<td>.*</td>
<td>.</td>
<td>12</td>
<td>-0.147</td>
<td>-0.169</td>
<td>12.812</td>
</tr>
<tr>
<td>.</td>
<td>.*</td>
<td>13</td>
<td>-0.016</td>
<td>-0.070</td>
<td>12.838</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>14</td>
<td>-0.012</td>
<td>0.013</td>
<td>12.853</td>
</tr>
<tr>
<td>.</td>
<td>15</td>
<td>15</td>
<td>0.070</td>
<td>-0.043</td>
<td>13.379</td>
</tr>
<tr>
<td>.*</td>
<td>.</td>
<td>16</td>
<td>0.039</td>
<td>0.001</td>
<td>13.547</td>
</tr>
<tr>
<td>*</td>
<td>.</td>
<td>17</td>
<td>-0.078</td>
<td>0.013</td>
<td>14.226</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>18</td>
<td>-0.029</td>
<td>-0.019</td>
<td>14.319</td>
</tr>
<tr>
<td>.</td>
<td>19</td>
<td>19</td>
<td>0.014</td>
<td>-0.003</td>
<td>14.342</td>
</tr>
<tr>
<td>.</td>
<td>.*</td>
<td>20</td>
<td>-0.058</td>
<td>-0.039</td>
<td>14.724</td>
</tr>
<tr>
<td>.*</td>
<td>.</td>
<td>21</td>
<td>0.056</td>
<td>0.040</td>
<td>15.095</td>
</tr>
<tr>
<td>*</td>
<td>.</td>
<td>22</td>
<td>-0.081</td>
<td>-0.086</td>
<td>15.866</td>
</tr>
<tr>
<td>.</td>
<td>23</td>
<td>23</td>
<td>-0.024</td>
<td>-0.035</td>
<td>15.956</td>
</tr>
<tr>
<td>.*</td>
<td>.</td>
<td>24</td>
<td>-0.138</td>
<td>-0.177</td>
<td>18.299</td>
</tr>
<tr>
<td>.</td>
<td>25</td>
<td>25</td>
<td>0.039</td>
<td>-0.007</td>
<td>18.493</td>
</tr>
<tr>
<td>.*</td>
<td>.</td>
<td>26</td>
<td>-0.038</td>
<td>-0.103</td>
<td>18.677</td>
</tr>
<tr>
<td>.*</td>
<td>27</td>
<td>27</td>
<td>-0.046</td>
<td>-0.105</td>
<td>18.947</td>
</tr>
<tr>
<td>*</td>
<td>.</td>
<td>28</td>
<td>-0.125</td>
<td>-0.086</td>
<td>21.013</td>
</tr>
<tr>
<td>.</td>
<td>29</td>
<td>29</td>
<td>-0.038</td>
<td>-0.082</td>
<td>21.202</td>
</tr>
<tr>
<td>*</td>
<td>.</td>
<td>30</td>
<td>0.103</td>
<td>0.075</td>
<td>22.633</td>
</tr>
<tr>
<td>*</td>
<td>.*</td>
<td>31</td>
<td>-0.122</td>
<td>-0.140</td>
<td>24.705</td>
</tr>
<tr>
<td>.*</td>
<td>.</td>
<td>32</td>
<td>-0.005</td>
<td>0.028</td>
<td>24.708</td>
</tr>
</tbody>
</table>
permanent change and the other for a temporary one. The VAR models are the six ones shown in Table 2.

5. Forecasts for the year 2002

The main interest for the decision-makers of Banco de Guatemala is not in the historic behavior of the inflation series but in the forecasts for the year 2002. At this stage, it is already possible to follow, for forecasting purposes, the different models developed in this work. To this date, the last CPI data published is April 2002. Therefore, inflation is forecasted from May to December 2002.

5.1 Forecasts with ARIMA models

ARIMA models specified with intervention, both temporary and permanent, and also those without intervention, were run with data up to April 2002. An estimate for the rest of the year was produced, and these forecasted results are shown in the figure below.

The results obtained are interesting and each one of them reflects how the model was built. The permanent-change model produces a strong trend in the forecast. The temporary-change model forecasts a strong fall in May and June because, according to this model, the effect of re-defining the CPI should have ended since January (and it should have reverted to lower first-differences in inflation rates from that month on).

The forecasts of the model without intervention are consistent with the rates of inflation registered between 1998 and 2000 (the period prior to the CPI change). However, it is not consistent with the recent history of the series (last year and the first four months of 2002). This forecast is the least probable.
5.2 Forecasts with VAR models

The VAR models with intervention that produced the best results were chosen to forecast the year 2000. The “best models” were chosen arbitrarily according to what seemed to be the most plausible results. Due to the lack of some information, the VAR models were estimated using data up to February 2002. Therefore, the forecasted series is from March to December 2002. These results are presented in Figures 13 and 14.

**FIGURE 13**

**INFLATION FORECASTS**

**VAR MODELS WITH INTERVENTION**

Where model A includes MIEA, exchange rate, monetary base, international oil prices and an intervention variable of temporal change. Model B includes MIEA, international oil prices and an intervention variable of permanent change.

**FIGURE 14**

**INFLATION FORECASTS**

**VAR MODELS WITH INTERVENTION**
Model A includes MIEA and exchange rate. Model B includes MIEA, EMISION, and interest rate on deposits (long term). Model C includes MIEA, interest rate on deposits (long term).

According to the historic development of the series, the results of model C could be the most plausible.

The inflation target of this year is between four and six percent; according to these results, Banco de Guatemala will not be able to reach its target.
6. Conclusions

1. There is a structural change in the inflation series in January 2001, when a new CPI with more items, updated weights and new base was adopted.

2. According to statistical evidence, VAR models can produce better forecasts of inflation in the period prior to the occurrence of the structural change.

3. Based on their ability to forecast inflation, Banco de Guatemala should monitor the following variables: the Monthly Indicator of Economic Activity, exchange rate, emission, long term deposit interest rate and the international oil prices. For policy purposes, there are some variables in the corresponding model than can be influenced by the central bank. The resultant model would be the best one. However, just for forecasting purposes, a model that includes only the Monthly Indicator of Economic Activity and the international oil prices is the best forecaster. Despite this fact, the drawback of the model would be that the central bank can do nothing to exert influence over these variables.

4. ARIMA models seem to produce better results than the VAR models for the period of structural change. The forecasts behave according to the underlying assumptions of each model. These forecasts have less variance and look more plausible than those produced with VAR models.

5. The lag length of the regressors in VAR models does not necessarily has to be determined by Schwarz or Akaike tests. Following the t-statistic significance test for each regressor proved to give better results.

6. According to the forecasting capabilities of the VAR models specified for the period prior to the structural change, these models could also be exploited with intervention analysis. It is necessary to find better ways to model the intervention variables so that the VAR models produce better results.
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