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Asymmetries of the Exchange
Rate Pass-through to Domestic
Prices in Costa Rica during the

Exchange Rate Flexibility Period

Carlos Brenes Soto
Manfred Esquivel Monge

Abstract

This article analyses the exchangerate pass-throughto domestic pricesin
Costa Rica duringthe current exchangerate flexibility period and tests
whether there is evidence of asymmetry. To this end, we estimate struc-
tural distributed lag models that encompass symmetric and asymmet-
ric data generating process in line with Kilian and Vigfusson (2011).
We found evidence of sign asymmetry in the bivariate relationship be-
tween inflation and exchange rate and when controlling for interest
rate differential and output gap.
Keywords: pass-through asymmetry, exchange rate, exchange rate
Sflexibility.
JEL classification: E31, E37, E5S.
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1.INTRODUCTION

n environment of free capital movement underaninfla-

tion targeting regime demands the monetaryauthority

adopt exchange rate flexibility. Together with inflation
commitments, said regime requires appropriate knowledge of
the magnitude and time with which exchange rate (ER) move-
ments are transmitted to domestic prices, i. e., the exchange
rate pass-through (ERPT). Properly understanding ERPT re-
quires determining whether it exhibits sign or magnitude
asymmetries. Abstracting this type of nonlinearities can result
in the estimation of pass-through levels different from those
actually occurring.

Thisarticleanalyzes ERPTto pricesin Costa Ricafrom March
2006 to April 2017 and tests the hypothesis that it presents asym-
metries. We estimate structural distributed lag models that
encompass symmetric and asymmetric data generating pro-
cess in line with Kilian and Vigfusson (2011), employing data
exclusively for the exchange rate flexibility period.

The importance of knowing the magnitude of the ERPT to
prices lies in the predictive capacity of such changes and the
time it takes the economy to transmit them to domestic prices.
Besides determining the magnitude and lag with which they
appear, it is important to establish the presence of sign and
magnitude asymmetries in said phenomenon. Positive asym-
metry means domestic prices react more to domestic curren-
cy depreciations, while negative asymmetry would imply a
stronger response to appreciations. On the other hand, if the
ERPTshows magnitude asymmetries, the response of domestic
prices to ER shocks would depend on the size of such shocks.

The amount of ERPT can be related to manyfactors, including
an economy’slevel of openness, the organizational structure of
importsectors, the level and volatility of inflation, the level of
flexibilityin the exchange rateregime, etc. The exchange rate
regime in Costa Rica varied significantly towards the end of
2006 when the fixed rate regime (crawling peg exchange rate)
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wasreplaced byincreasingly more flexible regimes. In light of
the fact that the aforementioned factors upon which the mag-
nitude of the ERPT could depend are not fixed over time, it is
reasonable to propose ahypothesisthat there are asymmetries
in said phenomenon.

Although the ERPTin Costa Ricahasbeen studied previous-
ly, in most cases the models employed have assumed that the
magnitude of the ERPTis constant over time. Moreover, the data
samples employed always include observations from two very
different exchange rate regimes. Hence, quantifying and ver-
ifying the presence of asymmetries only using data extracted
from the exchange rate flexibility period (last 11 years) is rele-
vantgiven thatit could provide estimates for the phenomenon
moreinlinewith the current economic situation. Furthermore,
before 2006, when the period of exchange rate flexibility be-
gan, the exchange rateregime in force (crawling peg) fostered
very few episodes of nominal appreciation, meaning the data
were not optimal for studying sign asymmetries in the ERPT.
Since the end of 2006 there has been a larger degree of free-
dom in exchange rate movements, there is arelatively greater
number of appreciation periods and, therefore, more data for
studying asymmetries.

The paper is organized as follows: after this introduction,
Section 2 describesthe mostimportant background literature
and the evolution of methodologies employed in its analysis.
Section 3 details the conceptual framework of the methodolog-
ical approximating used for testing the proposed hypothesis.
Next, Section 4 examines methodological aspects, the data
and the econometric approach used. Section 5 presents the
main results and, finally, Section 6 lists the most important
conclusions.
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2. BACKGROUND

Empirical literature on the ERPT generally presents more ev-
idence of symmetry for industrialized countries (see Taylor,
2000; Goldfangand Werlang, 2000; Choudhriand Hakamura,
2001;and Engel, 2002), while for emerging economies the lin-
earityassumption does not seem appropriate [see Winkelried
(2003), Wang and Guo (2016) and Mendoza (2012)].

Among recent studies that make flexible the linearity as-
sumption, Przystupa and Wrébel (2011) analyze the case of
Poland. The authors observe that pass-through varies accord-
ing to the stage of the business cycle, identifying it as smaller
during contractionary periodsand larger during expansions.
Moreover, for ER fluctuations below a certain magnitude (2%),
the pass-through differs from the other observations. They
also find that the ERPTis greater during periods of low volatil-
ity (understood as a standard deviation of the daily variation
below 4.32%).

Pérez and Vega (2016), meanwhile, find evidence for sign
asymmetry in the ERPT of Peru. The authors also provide evi-
dence of a different behavior for each exchange rate regime
in the period studied.

Lariau, El Said and Takebe (2016) review evidence for the
cases of Angolaand Nigeria. They find that the ERPT is higher
over the long term for the less diversified more import-depen-
dent economy (Angola). Theyalso demonstrate that dedollar-
ization in Angola led to a decline in the ERPT. Furthermore,
over the short term the ERPT is not statistically different from
zero,whichaccordingto the authorsreveals distortions caused
by protectionism afforded to certain industries. For Nigeria,
theyshow that the food and drinks component of the CPIis not
affected by changes on the ERgiven the large share of domestic
production in that index grouping. The research reflects the
importance of countries’ domestic consumption structure for
determiningthe ERPT. Angolaand Nigeriaare similar countries
withregard to their dependence on crude oil exportsand they
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alsoimplement similaractions to offset possible price shocksin
that commodity; despite this, the results reveal different ERPTs.

The Banco Central de Costa Rica has made significant re-
search efforts toimprove understanding of the ERPT. Such en-
deavorsspan from the fledgling estimations of Le6n, Morera,
and Ramos (2001) and Leén, Laverde, and Duran (2002), up to
more recent paperssuch asthose of Rodriguez (2009), Esquivel
and Gémez (2010) and Orane (2016). Most of those studies em-
ploy the implicit assumption of linearity in the ERPT, estimat-
ing it with VAR models. The exception is Esquivel and Gémez
(2010), who address the matter using an alternative method-
ology (LSTVAR) that considers the possibility of some variables
inducingsign or magnitude asymmetries in the pass-through.
The authors find that the lagged variation of oil prices is the
variable mostlikely toinduce asymmetries. Nevertheless, they
conclude that thereislittle evidence of statistically significant
sign or magnitude asymmetries.

Meanwhile, Esquivel and Gémez (2010) use a data sample
between January 1991 and June 2009. In Costa Rica, the fixed
exchange rate regime (crawling peg) was substituted in Octo-
ber 2006 by aflexible regime (exchange rate band), which was
subsequentlyreplaced byamanaged float regime in February
2015. In view of this, there are at least three events to justify
and make important a new study on the ERPT and its possible
asymmetries.

First, the observations used in Esquivel and Gémez (2010)
combine some (the majority) extracted from the period of
fixed ERwith others from the flexible phase. It should be taken
intoaccountthatthe crawling pegregime implied a systematic
bias towards positive variationsin the nominal ER (colones per
usdollar). Only 15% of the observations used in that studyare
not affected by said bias. At present, the abundance of obser-
vations for the period after adoption of the flexible ER regime
allows for considering estimations of the pass-through and sta-
tistical tests forasymmetrythat use asample with observations
exclusively from the flexible regime.

C. Brenes, M. Esquivel 5



Second, there is alarge body of documented evidence that
the series of variation of the cP1in Costa Rica underwent a
structural change during 2009. Itis possible thatsaid structur-
alchange hasinfluenced the magnitude and characteristics of
the ERPT. The datasetused in the paper of 2010 evidently does
not allow for capturing said phenomenon.

Finally, to provide additional robustness to the test for asym-
metries in the ERPT, it is wise to apply alternative estimation
methodologies. Atraditional approach for measuring asymme-
tries uses censored VARmodels. Applied to the topic of ERPT, the
aforementioned method would imply estimating a VAR model
where ERvariations with anegative sign are censored from the
sample and another where positive variations are censored.
Subsequently, the impulse response (IR) functions of both
modelswould be comparedin orderto conclude whether they
are statistically different or not.

Itiswell documented in the literature on static models that
censoring explanatory variables causes ordinary least square
estimators to be biased, as described in Rigobon and Stoker
(2009) or Greene (2003).

Although the bias observed in those procedures is clear
when the data generating process (DGP) is symmetric, asymp-
totic bias continues even when the DGP is asymmetric. Just as
stated by Kilian and Vigfusson (2011), onlywhen the bGPissuch
that it does not exercise an impact on the dependent variable
when the explanatory variable decreases can one guarantee
that the censored linear model is not biased. In their study,
those authorsdemonstrate that censored VAR models generate
asymptotic biases and propose a structural model to prevent
them. Their model encompasses symmetric and asymmetric
datagenerating processesasspecial cases. Combined with the
proposal of Lee, Ni and Ratti (1995), in which shocks should
be rescaled by a volatility measure before performing an esti-
mation of the pass-through, it is not only possible to diagnose
the presence of sign and magnitude asymmetries, but also to
determine whether the pass-through is smaller in periods of
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high volatility. Alvarez and Esquivel (2016) apply this method
to assess the presence of asymmetries in the pass-through of
commodity prices to domestic prices in Costa Rica.

In the original work of Kilian and Vigfusson (2011), the au-
thors estimate the impact of energy price shocks on economic
growth, proposing two statistical tests for applying to the hy-
pothesis of symmetry in the response of growth. One of them
is conducted on regression coefficients and is a variation of
that proposed by Mork (1989) but with higher statistical pow-
er. The other is applied directly to the IR functions. The lat-
ter is based on the fact that, as postulated in Koop, Pesaran
and Potter (1996), in nonlinear VAR models the magnitude of
shocks can influence the dynamic response of the variables.
Moreover, under this same context, the dynamic response of
avariable can exhibit asymmetries even if the coefficients do
not exhibit departures from symmetry.

Inaddition to this problem, traditional empirical literature
on censored VAR models also has the disadvantage ofignoring
that, by being nonlinear models, IR functions depend on the
history of observations [see Koop, Pesaran, and Potter (1996),
and Gallant, Rossi, and Tauchen (1993)]. IR functions in this
type of models require a Monte Carlo simulation in order to
include possible data histories and different sizes of shocks.

3. CONCEPTUAL FRAMEWORK

Kilian and Vigfusson (2011) show that when the DGP is not sym-
metricit cannotberepresented asabivariate vAR model for x;’
and y,. ADGP where only positive shocks to x, have an impact
on y, can be denoted with the following system:

X, =a,+px,_, e,

+
Y, =a, +YX, +€2t.

The contemporaneous effect on y, of a positive shock to x,
inSystem 1lis given by y. Theimpactinthe subsequent period
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would be py, and then p*y, and so on successively thereafter.
Thus, estimation of coefficients y and p of Model 1 would be
unbiased. By using a censored VAR model such as Model 2, es-
timation of p would be asymptotically biased despite the fact
that the estimation of ¥ would be unbiased. Thiswould be re-
flected in the IR function.

+ _ +
X =a +p’xt—1 +€lt’

_ +
yt =4 + 7xt—1 + €9+

The problem with System 2 is that it is not a true represen-
tation of the DGP. Use of a full structural model would avoid
that drawback. Kilian and Vigfusson (2011) propose the fol-
lowing model:

X, =X Ayt Tty

- 5= Bix + Boxy + Bayy -+ 6y

System 3isastructural model where, unlike Model 2, nega-
tive shocksto x, can affect the future path of y, if such shocks
eventually lead to positive shocks in the future path of x,.

System 4 is the reduced form of 3. The IR functions of astruc-
turalmodelsuchas 3 cannotbeidentified from a Cholesky de-
composition of the variance-covariance matrixand itsreduced
version because such acomposition does notdiscriminate be-
tween positive and negative shocks. Hence, applying Choles-
kyin 4 to Var[e]t,ugt] is not appropriate given that u,, should
only reflect positive shocks.

X, = a1 X, 4 +Clzy171 +.. .+6”,

9 =By + Boyy et Uy,

where u,, = B€,, +€,,.
Additional technical details on the conceptual proposal
and tests for the absence of asymptotic bias in Model 3 can be
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consultedin the paperreferred to (Kilianand Vigfusson, 2011).
The pointssummarized here motivate the use of the methodol-
ogy proposed by those authors to verify the presence of asym-
metries in the exchange rate pass-through.

4. METHODOLOGY

4.1 Estimation of Impulse Response Functions
in Asymmetric Structural Models

We proposeastructural modelwhere the endogenousvariables
in an equation system are used to allow exchange rate shocks
tohaveavaried impact on pricesinan economydepending on
whether the currencyis appreciating or depreciating.

Inaninitialapproach usingabivariate model, the structure
would be written as follows:

X, =X, tayy,_; t...+€,,

B _ + +
Y= B+ Boxy + By +e 6y,
where

o ¥, isthelevel orvariation of the ERin period ¢.

o ), isthelevel orvariation of the CPIin period ¢.

x,, si x, >0
o x/ = ) .
10, six<0

In contrasttoacensored VAR, inwhich the endogenousvari-
ablescorrespondto x and y,, inthe proposed Model 5 negative
shocks to x, can affect the future path of y, if they eventually
lead to positive shocks in the future path of x,. The authors
of the reference study demonstrate that the estimators of this
model are asymptotically unbiased, unlike those obtained
using censored VAR models, regardless of whether the DGP is
symmetric or not.

According to different studies (see Gallant, Rossi, and
Tauchen, 1993; and Koop, Pesaran, and Potter, 1996), in
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nonlinear modelssuch as 5, the dynamicresponse of y, could
be magnified or reduced by the accumulated effect of previous
shocks. Hence, IR functions should be estimated as an average
of the impulse responses generated based on a data set that is
both diverse and representative of initial conditions. We esti-
mate IR functions following the sequence of steps shown below:

I) Random selection of a history (€2, ) composed of consec-
utive p values of x, and y,.!

2) Given €, simulate two-time paths for H data after the
last observation available for x and y. That s, for x we gen-

*
erate [xt+17 Xigre+ t+H] and H 1+1’x1+2’ z+II] while fory

we generate [yl+l’yl+2’ ’yH-H and ytﬂ ’yt+2’ ’yt+H:| For
the first paths of de xand y,as well as the second of y, sto-

chasticdisturbances [elt,eml,. o€l ] and [egt s€op41re - s €opipr ]
are randomly selected from their respective marginal
empirical distributions. Furthermore, for the second
sequence of x, the value (&) isassigned to the first com-
ponent of the sequence of disturbances, (¢, =8 ), while
the rest of the sequence is randomly extracted from its
marginal empirical distribution.

3) Random sequences of ¢, and ¢,, can be treated asinde-
pendent given that theyare obtained from the marginal
distribution generated by estimated structural Model 5.

4) We proceed to obtain the difference between two paths
ofyfort=I,2,..., H defining each difference as yf, where
i=1,2,.., H.

5) Steps 2and 4 are repeated (n,m ) times.

6) Steps 1to 5 are repeated 1to 5 (nhm) times. We, there-
fore, obtain a number n,,, *n,,, for different series y’
that are then averaged.

' p corresponds to the number of lags used for each model esti-

mated.
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The result obtained from steps 2 to 5 is the response of yto
ashock of size 8, overahorizon of H periodsand conditional
on Q.. Following the same nomenclature of Kilian and Vig-
fusson (2011), we can define this response as Iy (5,H,Qi). Re-
peating the exercise for all possible histories and averaging
the responses, we obtain the response of y unconditional on
Q,, thatis, Iy (5,H).

Tomore clearly differentiate the proposal of Kilian and Vig-
fusson (2011) regardingthe traditional way of obtaining the IR
functions, we define the response of y conditional on the histor-
ical paths of xand y(thatis x, , =y, ; =0 for¢=1, 2,...) as follows:

q 1,(5,H.0),

Relaxing the assumptionof x, ; =y, , =0 and allowing a his-
tory (€,) for x and y, besides inducing a shock of magnitude
6 inthe +th observation of disturbance term ¢, we can alter-
natively define the response:

I; (6,H,Ql) = E{th | Qi’ﬁu = 5’[€1z+>/‘:|h ’|:62l+j :'h } -

j j=0

_E{ynh | Qz"|:€1t+j I;O ’[6 20+ ]j:o } )

As mentioned previously, by averaging 7 for all possible
histories, we obtain the unconditional response in Q,, which
corresponds to I; (6,H). The impulse response normally ob-
tained in theliterature correspondsto I; (5, H,Q). ThisIrRdoes
notallow future shock dynamics (atleastin disturbances) and
does not condition history. In linear systems, this type of con-
figuration for the calculations does not present any drawbacks.
However, they do present them when computing IR in nonlin-
earsystems: The response maynot converge to zero even when
the DGP is stationary (see Koop, Pesaran, and Potter, 1996).
Moreover, Potter (2000) opts for considering future shocks as
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random rather than fixing them at zero when estimating non-
linear IRs. Finally, due to the lack of realism in conditioning
an IR estimation at zero, this is not very useful.

In reduced-form VAR equations the errors are correlated.
Based on thiswe use amethod for orthogonalizing the impuls-
es. The usual approach is to employ an inverse Cholesky fac-
torization of the variance-covariance matrix of the estimation
residuals. Astructural modelsuch as 5 usedin thisresearch be-
comes more attractive for estimating IR functions given thatin
Iy (5,H,Qi) and Iy (5,H) calculations, an exchange rate shock
(x,) is orthogonal to other shocks.

Kilianand Vigfusson (2011) show that, for small shocks, the
difference between the IR estimated considering possible his-
tories as well as the behavior of errors [I; (5,H[)i, and that es-
timated without considering those two items I) (6,H,Q)}, 1s
substantial. Nonetheless, this difference declines as the size of
the shock increases, i. e., the authors demonstrate that

B limlly(né,H):I;(B,HQ).

n—>0 n

For exchange rate shocks of a sufficientlylarge magnitude,
wewould expectthat theimportance of Q, and the randomness
of €, decrease untilreachingthe pointat which the IR estimat-
ed using the traditional VAR approachisa good approximation
to correct estimation. This is, therefore, the explanation of
how the traditional VAR method can generate estimations for
the response of domestic prices to exchange rate shocks that
are very different from those correctly estimated through a
nonlinear specification.

Thisinverse relationship between the size of shocksand the
estimated response of domestic pricesisimportant given that,
forserieswhere the variation (in this case of the exchangerate)
exhibits a small standard deviation, the advantage of using
Iy (n5,H), interms of reducing asymptotic biasin IR function
measurement, is greater.
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4.2 Symmetry Tests

Despite solving the problem of asymptotic biaswith respect to
acensured VAR, structural model 5is asymptotically inefficient
compared toaVARwhen the DGPis symmetric. Hence, efficient
ERPT estimation requires a prior statistical test to evaluate the
hypothesis of symmetry in the DGP.

Those defined below as tests of symmetryin parameters as-
sess the equality of the magnitude of coefficients associated
with appreciations and depreciations.

Kilian and Vigfusson (2011) show that these testsare useful
for reduced-form models to identify asymmetries in parame-
terresponses. Nonetheless, theyare not useful foridentifying
asymmetriesin the IR functions of asymmetric structural mod-
els. This is due to the fact that they could obtain parameters
associated with appreciations and depreciations that are not
statistically different, while the IRs are indeed so. The latter
because IR functions can be a nonlinear function of both the
slope parameters and the variance of the innovations.

Inlight of this problem, Eldstein and Kilian (2007) suggest
an alternative approximation based on the IR functions ob-
tained according to the method explained in Section 4.1 to
test the symmetry hypothesis. We refer to this second group
of tests as tests of symmetryin the IRs.

4.2.1 Tests of Symmetry in Parameters

Tests for symmetry in parameters, or slope-based symmetry
tests, are attractive given their simplicity and because they do
notrequire the computation of IR functions. According to this
method, after estimating the regression of ), on its own lags
aswellas those on %, and x, , we test the equality of the coeffi-
cients by means of Wald test statistics that, under the null hy-
pothesis of symmetry, have distribution Ji* [see Mork (1989)].

Kilian and Vigfusson (2011) show that this approximation
doesnotexploitall therestrictions implied by the null hypoth-
esis of symmetry. They demonstrate that, by working with a
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reduced model, Mork (1989) omits the equality restriction of
the contemporaneoustermsof x,” and x,. Theauthors, there-
fore, propose, in terms of Model 5, working with the null hy-
pothesis

Hy: B, = p, =0.

The same authors argue that this hypothesis has higher sta-
tistical power than that of Mork (1989). They test this hypoth-
esisinamodelsuchasb, and by means of parameter exclusion
Wald tests seek to determine whether the fit of the model im-
proves with the inclusion of regressors x/", x,,...,x_,.

4.2.2 Tests of Symmetry in IR Functions

The proposal of Kilian and Vigfusson (2011), adapted for test-
ing sign symmetryin IR functions for prices in the presence of
exchange rate shocksto 4 over different horizons can be sum-
marized in the following steps:

1) Estimate structural Model 5.

2) Calculate 1R % periods ahead (in this case it was per-
formed with a horizon of 24 periods) for both positive
and negative shocks. That is, calculate I;(&h) and
I (=8,h).

3) Constructa Wald test of the joint null hypothesis of sym-
metry in positive and negative IRs up to a horizon of A
periodsin the future. The statistic, therefore, takes the

h
* . * . 2
form: W=Y"[1,(8.i)+1;(-5.,i)| =0.
=0
4) Estimate the variance-covariance matrix of the vector
sum of response coefficients by bootstrap simulation.

The Wstatistic, therefore, hasdistribution Ji;,, giventheas-
ymptotic normality of the parameter estimators of the model.
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4.3 Data

The database employed in the estimations corresponds to se-
ries published by the Banco Central de Costa Rica on its offi-
cial online data portal.” Basic exchange rate data sets have a
daily frequency, but a monthly series was constructed by tak-
ing the average between the purchase and sale references on
every business day each month. Meanwhile, the series for the
cpIare originally monthly.

As controlsin the estimations, we included indicators on out-
putgapandinterestrate differentials. The base information for
the output gapistheseasonallyadjusted series of the monthly
economicactivityindex (IMAE). We applied a Hodrick-Prescott
filter to thiswith smoothing parameter 4 =23.000 inline with
Seguraand Vasquez (2011).

Finally, the series for interest rate differentials considers
the United States Treasury federal funds effective rate® and
the monetary policy rate of the Banco Central de Costa Rica.
The sample period spans from January 2006 to March 2017.

5. RESULTS

5.1 Evaluation of Stationary Properties

The stationary properties of the series employed are deter-
mined in order to define the type of econometric method with
which to perform the prior analysis. The results of the unit
root tests applied are displayed in Table 1. It can be seen that
bothunder the Dickey-Fuller (DF) test and that of Phillips-Per-
ron (PP), itis not possible to reject the null hypothesis of a unit
root for all the series at levels, except for the IMAE gap. In the
case of the first difference, the null hypothesis ofa unitroot is

2 <https:/ /www.bccr.fi.cr /seccion-indicadores-economicos /in-
dicadores-econ%C3%B3micos>.
¥ <https:/ /fred.stlouisfed.org/series /FEDFUNDS>.
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P VALUES IN UNIT ROOT TESTS (H;: X, HAS UNIT ROOT)

Variable
Interest
Type rate
Variable in:  of test Specification cpl  ER  differential IMAE gap
Levels ADF  Const 099 027  0.72 0.00
Const and trend 0.99 0.55 0.91 0.00
PP Const 0.98 0.31 0.47 0.00
Const and trend 1.00 0.60 0.77 0.00
First ADF  Const 0.00 0.00 0.00 0.00
difference Constand trend ~ 0.00 0.00  0.00 0.00
PP Const 0.00 0.00 0.00 0.00
Const and trend 0.00 0.00 0.00 0.00

Source: Authors’ calculations.

rejected for all the series. Based on these results, all the vari-
ables in the estimations were used in first differences, except
the IMAE gap, which was kept at levels.

5.2 Lag Order

We proceeded to determine the mostappropriate lag order for
estimating Model 5in two ways. Firstly, based on VAR model lag
selection criteria and secondly using goodness-of-fit criteria
forthe equation of ), (price equationintheapplication of this
paper) in asymmetric structural Model 5. The selection was
made for three different model specifications: one bivariate
model (consisting of the first difference of the cpr and the ex-
changerate); two models of three variables constructed based
on the bivariate model adding the IMAE gap and interest rate
differential, respectively. Table 2 displays the results for those
models under five different criteria.
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OPTIMAL NUMBER OF LAGS ACCORDING TO DIFFERENT CRITERIA

Model
Bivariate + interest  Bivariate +
Specification Criteria  Bivariate  rale differentials IMAE gap
LR 5 1 3
FPE 1 1 1
VAR AIC 1 1 1
SC 1 1 1
HQ 1 1 1
Asymmetric prices AIC 5 5 5
equation SC 1 1 1

Note: LR stands for likelihood ratio, FPE to final prediction error, AIC to
Akaike information criterion, SC to Shwarz’s criterion, and HQ to that of
Hannan-Quinn.

Source: Authors’ calculations.

In general, the specification thatincludes onlyonelagtends
to dominate both in the criteria for the VAR model and for the
equation of ), inthe asymmetric structural model, regardless
of whether the modelisbivariate orincorporatesinterest rate
differentials or the IMAE gap. It should be emphasized, how-
ever, thatbased on the A1c, the model with five lags dominates
allthe casesfor the equation of ), in the asymmetric structur-
al model.

The results presented here are useful for assessing the evi-
dence on asymmetric effects shown in the following section,
where tests of symmetryin parameters and in IR functions for
models with up to 12 lags are revealed. Furthermore, the IR
functions presented below for measuring the exchange rate
pass-through correspond precisely to the specifications with
lag order selection based on the evidence in Table 2.

C. Brenes, M. Esquivel 17



P VALUE IN TEST OF PARAMETER SYMMETRY
(H,: SYMMETRIC PASS-THROUGH)

Type of model
Trivariate with interest Trivariate with
Lags Bivariate rate differentials IMAE gap

0.29 0.43 0.19
2 0.64 0.85 0.46
3 0.48 0.71 0.44
4 0.71 0.87 0.58
5 0.55 0.61 0.38
6 0.58 0.56 0.41
7 0.33 0.28 0.39
3 0.24 0.25 0.23
9 0.07 0.13 0.15
10 0.07 0.11 0.10
11 0.10 0.20 0.08
12 0.11 0.32 0.07

Note: Cases with the rejection of the H at 10% are highlighted in bold.
Source: Authors’ calculations.

5.3 Symmetry Tests

5.3.1 Test of Symmetry in Parameters

Theresults of the test of symmetryin the parameters, explained
inSection4.2.1,are shownin Table 3. As mentioned previous-
ly, they include the models that consider from 1 up to 12lags.
As can be seen, for models identified as having better good-
ness-of-fit (with 1 and 5lags) there is not sufficient evidence to
reject the null hypothesis of symmetric pass-through either
in the bivariate case or trivariate ones. Nonetheless, it is in-
teresting to see that the inclusién of additional lags (above 9)
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tends to increase the evidence against the hypothesis of sym-
metry, at least for the bivariate and trivariate models that in-
clude IMAE gap.

5.3.2 Test of Symmetry in Impulse Response Functions

The results from applying the test of symmetry on IR func-
tions, the methodology for which was described in Section
4.2, canbe seenin Table 4. The results were obtained by simu-
lating 40,000 forecasts of structural Model 5 withahorizon of
up to 24 months.* It is worth remembering that the variables
involved are, alternatively, the first difference of the cpr and
the first difference of the nominal ER (bivariate case), add-
ing IMAE gap and interest rate differentials for the models de-
nominated trivariate. In view of the fact that the nonlinearity
of IR functions may appear on any horizon, the table contains
p values for each forecasting horizon from 1 up to 24 months.
In general, the results do not lead to very different conclu-
sionsthan those obtained from the tests of symmetryin param-
eters. For the models with better goodness-of-fit (those that
include 1 and 5 lags), the evidence against the symmetry hy-
pothesisisscarceinallmodelsand forall horizons. Table 4 also
displays the results for the model with most evidence against
the symmetry hypothesis (the version that includes up to 12
lags). In this case, and at 10% significance, the bivariate mod-
el at horizons of between four and six months, and the trivar-
iate model with interest rate differentials for horizons above
ten months, exhibit some evidence in favor of the alternative
hypothesis of an asymmetric response in domestic prices to
exchange rate shocks. Nevertheless, it should be emphasized
that goodness-of-fit criteria do not favor this specification.
The fact that the greatest evidence of asymmetric pass-
through is found when the model estimated includes 12 lags
(trivariate model with interest rates differentials) might be be-
cause the estimations do not take intoaccount seasonal factors.

* See procedure explained in Section 4.1.
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Nonetheless, visual examination of the correlograms, as well
as simple tests in which the variables analyzed are regressed
in fictitious seasonal variables, do not suggest the presence of
thistype of effects (see Figure A.1 and Table A.1in the Annex).

5.4 Quantification of Exchange Rate
Pass-through to Prices

Inthissection, we quantify the ERPT estimated using structur-
al Model 5. For each model (bivariate and the two model vari-
ations with three endogenous) IR function estimations were
performed following the procedure described in Section 4.1,
fixing n,,, =n,, =200, i. e., averaging 40,000 estimations at
eachhorizon from 1 up to 24 months. The magnitude of these
functions is shown as a proportion of the size of the original
shock. Moreover, those corresponding to negative exchange
rate shocks are shown multiplied by -1 to allow their magni-
tude to be easily compared with those corresponding to pos-
itive shocks. The confidence bands shown are empirical and
correspond to percentiles 5 and 95 of the distribution of the
40,000 forecast simulations performed for each horizon and
for each model specification.

They also display IR functions for four different sizes of ER
shock (1, 2, 4 and 10 standard deviations), in order to analyze
whether sign asymmetry could be associated to the size of the
shocks, a matter that would not be evident in the tables pre-
sented in the previous section.

Figure 1 displays the IR functions obtained from the bi-
variate model that includes only one lag. The first point that
should be mentioned is that the proportional magnitude of
the pass-through during positive shocks (appreciations) ends
up being between 22% and 35%), which is consistent with the
most recent estimations based on linear methods.> However,

% See Orane (2016).

22 Monetaria, January-June, 2018



the pass-throughin negative shocksis estimated tobe around
15% for small shocks and close to 0% for larger shocks.

Meanwhile, with respect to matters of asymmetry, it can be
seen that, forthe case of small shocks (one standard deviation),
the evidenceis consistent with thatshownin Table 4 in the sense
thatthe dynamicresponse of pricesis notstatistically different
in positive or negative ER shocks. Furthermore, inaccordance
with thesize of the shock confidence bands for the estimations
cease to overlap. Thus, for mid-sized and large shocks the re-
sponse of prices does appear statistically different.

Figure 2 shows the IRfunctions obtained when the addition-
alvariableisincorporated into the model, specificallyinterest
rate differentials. In terms of the proportional magnitude of
thelong-term pass-through we estimate, there isnot much dif-
ference from the bivariate case. The pass-through is between
20% and 30% in depreciations, and between 0% (large shocks)
and 15% (small shocks) in the case of appreciations.

Justasin the bivariate case, when the ERshock is small (one
standard deviation), there is no significant difference in the
dynamic response of domestic prices. Nonetheless, for larger
shocks (four and ten standard deviations) the spaces between
the confidence bands move apart during positive and negative
shocks, indicating sign asymmetry in the response.

One pattern that can be extracted from the IR functionsin
Figure 1 and Figure 2 is that when ER shocks are small, the re-
sponse of domestic pricesis no differentin the presence of ap-
preciations or depreciations. However, when the shocks are
mid-sized and large, the response during appreciations tends
to decrease in proportional magnitude, eventually differing
from the response during depreciations. One possible expla-
nation for this behavioris that economic agents may interpret
large appreciationsastemporary phenomenathat donot merit
price adjustments. This could be caused by the historical trend
(which has reverted during recent years) of inflation in Costa
Ricabeinghigherthaninthe country’s main trading partners.
The aforementioned meant the public became accustomed to
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IMPULSE RESPONSE FUNCTIONS OF PRICES TO EXCHANGE RATE
BY SHOCK SIZE
Bivariate model with a lag
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IMPULSE RESPONSE FUNCTIONS OF PRICES TO EXCHANGE RATE
BY SHOCK SIZE
Trivariate model (rates differential) with a lag
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increases in the nominal ER, and episodes of appreciations,
particularly very large ones, tend to be seen as exceptions to
the trend and therefore temporary.

Figures A.2 and A.3 in the Annex display the IR functions
for the case of bivariate and trivariate models (with interest
rate differentials) with five lags. Except for being necessary a
horizon of over 18 months to illustrate convergence, the dy-
namic response pattern is similar to that observed in the fig-
ures mentioned here.

One item that can be extracted from the estimations per-
formed, but that is not easily appreciable in Figure 1 or Fig-
ure 2, is that the magnitude of the pass-through is a growing
function of the shocks when they are depreciations, but a de-
creasing function if they are appreciations. Thisisillustrated
in Figure 3 corresponding to estimations using the trivariate
model thatincludesinterest rate differentials (the trend isthe
same in the case of the bivariate model). Note that for positive
exchange rate shocks (upper panel of the figure) the dynamic
response of domestic prices is larger than for smaller shocks.
On the other hand, for negative shocks (lower panel of the
figure), the smaller the shock, the larger the proportional re-
sponse (in absolute value).®

Asmentioned, this phenomenon could be explained by eco-
nomic agents’ expectations being rooted in considering epi-
sodes of appreciation in the domestic currency as unusual. If
this were the case, negative exchange rate shocks, especially
thelargest ones, would be considered temporaryand, possibly
due toitemssuch as menu costs, would not generate downward
adjustments in prices in domestic currency.

6 Asshown, IR functions appear multiplied by -1 in the presence

of appreciations.
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IMPULSE RESPONSE FUNCTIONS OF PRICES TO EXCHANGE RATE
BY SHOCK SIZE
Trivariate model (rates differential) with a lag
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6. CONCLUSIONS

In general, the magnitude of exchange rate pass-through to
pricesis calculated to be between 20% and 35% in the case of
depreciations. This estimation is similar in size to the most
recent ones obtained by the Banco Central de Costa Rica em-
ploying linear methods. Nevertheless, those linear methods
assume sign symmetryin the estimation. In this paper, we cal-
culate that in the case of appreciations the magnitude of the
pass-through is between 0% and 15 percent.

The dynamic response of the cpI to exchange rate
shocks exhibits evidence of sign asymmetry only
when the shocks are mid-sized or large.

For more common unexpected appreciations or deprecia-
tions (of one standard deviation), tests for asymmetry in pa-
rameters and in IR functions do not find sufficient evidence to
reject the hypothesis of symmetry. Meanwhile, the empirical
confidence bands for IR functions indicate that when the size
of the appreciation or depreciation is mid-sized or large (four
or more standard deviations), the response of domestic pric-
esisgreater (in absolute value) during adepreciation. Hence,
it is not correct to assume a response of similar magnitude in
domestic prices to appreciations than to deprecations when
these are relatively large.

The size of the shock influences the proportional
magnitude of the pass-through

When it comes to unexpected depreciations in the domestic
currency, those of greatest magnitude are transmitted to a
larger extent than smaller ones. Moreover, during unexpect-
ed appreciations, the largest ones are transmitted less to do-
mestic prices.
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The evidence found in this research indicates that consid-
ering a constant pass-through regardless of the direction or
magnitude of exchange rate shocks possibly leads to errone-
ous estimates for the impact of exchange rate variations on
domestic prices.

ANNEX

CORRELOGRAM AND PARTIAL CORRELOGRAM
OF LOGARITHMIC FIRST DIFFERENCE OF THE CPI

Sample: 2006M1-2017M4
Observations: 13

Autocorrelation Partial correlation AC PAC  Q statistic Prob.

1 0.493 0493 33.504 0.000
! 2 0.300 0.076 46.029 0.000

3 0312 0.183 59.655 0.000
4 0.174 -0.071 63.926 0.000
5 0332 0312 79.605 0.000
6 0.316 0.020 93.880 0.000
7 0.167 -0.045 97.929 0.000
8 0.116 0.094 99.882 0.000
9 0.102 0.057 101.41 0.000
10 0.147 0.054 104.59 0.000
11 0.277 0.184 116.01 0.000
12 0.230 -0.014 123.95 0.000
13 0.172 0.050 128.45 0.000
14 0.180 0.026 133.40 0.000
0.156 0.044 137.16 0.000
16 0.174 -0.041 141.86 0.000
17 0.198 0.027 147.98 0.000
18 0.252 0.151 158.02 0.000
19 0.164 —0.058 162.33 0.000
20 0.074 -0.084 163.21 0.000
21 0.065 -0.056 163.89  0.000
22 0.023 -0.051 163.97 0.000
23 0.088 0.029 165.26 0.000
24 0.155 0.076 169.27 0.000

—
(€28

Source: Author’s calculations.
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STATIONARITY TEST WITH DICHOTOMOUS VARIABLES

Dependent variable: DLOGIPC
Method: least squares
Sample (adjusted): 2006M2-2017M4

Included observations: 135, after adjustments

Standard
Variable Coefficient error Statistical probability t — Probability
C 0.5911 0.1250 4.7305 0.0000
DUMCE 0.6718 0.0818 8.2114 0.0000
(@SEAS(2) -0.2532 0.1718 -1.4732 0.1433
@SEAS(3) -0.6152 0.1718 -3.5801 0.0005
(@SEAS(4) -0.3096 0.1718 -1.8018 0.0740
@SEAS(5) -0.1398 0.1756 -0.7959 0.4276
@SEAS(6) -0.3344 0.1756 -1.9041 0.0592
@SEAS(7) -0.1404 0.1756 -0.7994 0.4256
(@SEAS(8) -0.2920 0.1756 -1.6627 0.0989
@SEAS(9) -0.7188 0.1756 -4.0935 0.0001
@SEAS(10) -0.6174 0.1756 -3.5159 0.0006
@SEAS(11) -0.2678 0.1756 -1.5249 0.1299
@SEAS(12) -0.1626 0.1755 -0.9267 0.3559
¢ 0-4498 Mdes:e(r)lfdt:net variable 0.4377
Adjusted R? Standard deviation
0.3956  of the dependent 0.5293

variable

Standarq error of the 04115 Akaike criteria 1.1532
regression

Residual sum of squares 20.6554 Schwarz criteria 1.4329
Log likelihood —64.8302 Harllnar.l—Quinn 1.9669

criteria
Statistical measure of F 8.3102 Durb.ianatson 1.3304

statistic
Probability (statistical 0.0000

measure of F)

Source: Authors’ calculations.
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IMPULSE RESPONSE FUNCTIONS OF PRICES TO EXCHANGE RATE
BY SHOCK SIZE
Bivariate model with five lag
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IMPULSE RESPONSE FUNCTIONS

OF PRICES TO EXCHANGE RATE

BY SHOCK SIZE
Trivariate model (rates differential) with five lags

ONE STANDARD DEVIATION SHOCK

e Lo e e
ENIEE LIRS RN )
| | | | |

0.3 +

Pass-through percentage
=
o
|

NN EFFEFFE,

4 8 12162024 28 32 36 40 44 48
Horizon(months)

FOUR STANDARD DEVIATIONS SHOCK
0.7 -
0.6 -

e e
NI
| |

TWO STANDARD DEVIATIONS SHOCK

0.5 -

0.3 +

Pass-through percentage

e 2
(=
|

-0.1
-0.2

4 8 12162024 28 32 36 40 44 48
Horizon(months)

TEN STANDARD DEVIATIONS SHOCK

e
SN
| | |

Pass-through percentage

Pass-through percentage

4 8 1216202428 32 36 40 44 48
Horizon(months)

—— IR (positive shock)
Confidence band (90%)

Source: Authors’ calculations.

4 8 121620242832 36 40 44 48
Horizon(months)
—— IR (negative shock)
Confidence band (90%)

32

Monetaria, January-June, 2018



References

Alvarez, Cristian, and Manfred Esquivel (2016), Efecto de cambios
de precio en materias primas sobre los precios domésticos en Costa
Rica, ;influye el nivel de competencia en los mercados?, Documento
de Investigacién, No. DEC-DIE-06-2016, Banco Central de
Costa Rica.

Bernanke, Ben, Mark Gertler, and Mark Watson (1997), Systematic
Monetary Policy and the Effects of Oil Price Shocks, Brookings
Papers on Economic Activity, No. 1, pp. 91-157.

Choudhri, E., and D. Hakamura (2001), Exchange Rate Pass Through
to Domestic Prices: Does the Inflationary Environment Matter?, FMI
Working Paper, No. 01 /194.

Eldstein, Paul, and Lutz Kilian (2007), “The Response of Business
Fixed Investment to Changesin Energy Prices: A Test of Some
Hypotheses About the Transmission of Energy Price Shocks,”
The B. E. Journal of Macroeconomics, Vol. 7, No. 1, pp. 1-41.

Engel, Charles (2002), “Expenditure Switching and Exchange-rate
Policy,” in M. Gertler y K. Rogo (eds.), NBER Macroeconomics
Annual, pp. 231-272.

Esquivel, Manfred, and José Fabio Gémez (2010), Asymmetries of the
Exchange Rate Pass Through to Domestic Prices: The Case of Costa
Rica, Documento de Investigacién, No. DEC-DIE-043-2010,
Banco Central de Costa Rica.

Gallant, Ronald, Peter E. Rossi, and George Tauchen (1993),
“Nonlinear Dynamic Structures, ” Econometrica, vol. 61, nam.
4, pp- 871-907.

Goldfang, I., and S. Werlang (2000 ), The Pass-through from Deprecia-
tion to Inflation: A Panel Study, Working Paper, No. 5, Banco
Central do Brasil.

Greene, William H. (2003), Econometric Analisys, Prentice Hall,
Upper Saddle River, N.]J.

Hamilton, James D. (1996), Time Series Analisys, Princeton University
Press, Chichester, United Kingdom.

Kilian, Lutz, and Robert J. Vigfusson (2011), “Are the Responses
of the U.S. Economy Asymmetric in Energy Price Increases
and Decreases?,” Quantitative Economics, Vol. 2, pp. 419-453.

Koop, Gary, M. Hashem Pesaran, and Simon M. Potter (1996), “Im-
pulse Response Analysis in Nonlinear Multivariate Models, ”
Journal of Econometrics, Vol. 74, No. 1, pp. 119-147.

C. Brenes, M. Esquivel 33



Lariau, A., M. El Said, and M. Takebe (2016), An Assessment of the
Exchange Rate Pass-through in Angola and Nigeria, FMI Working
Paper, No. 16 /191.

Leduc, Sylvain, and Keith Sill (2004), “A Quantitative Analysis of
Oil Price Shocks, Systematic Monetary Policy and Economic
Downturns, ” Journal of Monetary Economics, Vol. 51, No. 4,
pp- 781-808.

Lee, Kiseok, Shawn Ni, and Ronald A. Ratti (1995), “Oils Shocks
and the Macroeconomy: The Role of Price Volatility,” Energy
Journal, Vol. 16, No. 39-56.

Leén, Jorge, Ana P. Morera, and Welmer Ramos (2001), El pass
through del tipo de cambio: Un andlisis para la economia costa-
rricense de 1991 al 2001, Documento de Investigacién, No.
DIE-DM-11-2001-DI, Banco Central de Costa Rica.

Leén, Jorge, Bernal Laverde, and Rodolfo Duran (2002), El pass
through del tipo de cambio en los precios de bienes transables y no
transables en Costa Rica, Documento de Investigacién, No.
DIE-05-2002-DI, Banco Central de Costa Rica.

Mendoza, Omar (ed.) (2012), Elefecto transferencia (pass-through) del
tipo de cambio sobre los precios de Latinoamérica, Banco Central
de Venezuela, Caracas.

Mork, Knut A. (1989), “Oil and the Macroeconomy When Prices
Go Up and Down: An Extension of Hamilton’s Results,”
Journal of Political Economy, Vol. 97, No. 3.

Orane, Angelo (2016), Estimacion del traspaso del tipo de cambio hacia
distintos componentes el indice de precios al consumidor, Docu-
mento de Investigacion, No. DI-06-2016, Banco Central de
Costa Rica.

Pérez, Fernando J., and Marco Vega (2016), Asymmetric Exchange
Rate Pass-through: Evidence from Nonlinear SVARs, Working Paper,
No. 63, Asociacion Econémica Peruana.

Potter M., Simon (2000), “Nonlinear Impulse Response Func-
tions, ” Journal of Economic Dynamics and Control, Vol. 24, No.
10, 1425-1446.

Przystupa, J., and E. Wrébel (2011), Asymmetry of the Exchange Rate
Pass-through: An Exercise on the Polish Data, MPRA Paper, No.
17660, Munich Personal RePEC Archive, pp. 1-29.

Rigobén, Roberto, and Thomas M. Stocker (2009), “Bias from
Censored Regressors,” Journal of Business & Economic Statistics,
Vol. 27, No. 3, pp. 340-353.

34 Monetaria, January-June, 2018



Rodriguez, Adolfo (2009), Evaluacion del modelo lineal de pass-through
para la proyeccion de inflacion dentro del régimen de banda cambi-
aria, Documento de Investigacién, No. DEC-DIE-DI-07-2009,
Banco Central de Costa Rica.

Segura, Carlos, and José Pablo Vasquez (2011), Estimacion del pard-
metro de suavizamiento del filtro de Hoddrick y Precott para Costa
Rica, Documento de Trabajo, No. DEC-DIE-DT 006-2011,
Banco Central de Costa Rica.

Taylor, John B. (2000), “Low Inflation, Pass Through, and the
Pricing Power of Firms,” European Economic Review, Vol. 44,
No. 7, pp. 1389-1408.

Wang, Sheng, and Rufei Guo (2016), “Asymmetric Exchange Rate
Pass-through and Monetary Policyin Open Economy,” Annals
of Economics and Finance, Vol. 17, No.1, pp. 33-53.

Winkelried, Diego (2003), “{Es asimétrico el pass-through en el
Pert? Un analisis agregado,” VIII Reunién de Red de Inves-
tigadores de Bancos Centrales del Continente Americano,
CEMLA.

C. Brenes, M. Esquivel 35






Corporate Firms’ Financial
Conditions and Investment in
Latin America: Determinants and
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Abstract

For our research, we used a large dataset of nonfinancial firms from
ten Latin American countries to assess leverage determinants and
their dynamics. The vesults seem to be consistent with elements of both
the trade-off and pecking order views. Also, the regression results show
the presence of significant adjustment costs. According to our results,
a firm’s leverage is significantly reduced in the face of rising interest
rates, with feed-back effects. Furthermore, we observed that reducing
tangible assets induces morevolatility in theinterest rates paid by firms
inthe future. Essentially, when we separate firms according to leverage
level, it appears that these effects are stronger for the highly leveraged
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enterprises. Dynamically, in the case of increasing rates, there seems to
be morerisk associated with higher leverage. Ourresults show that this
effectis manifested in highervolatility of interest rates and reduced col-
laterallevels, potential asset liqguidation and rapid deleveraging. The
segments most likely affected are medium size firms and large firms with
high costs of liquidation and high sunk costs, especially in the service
sector. Firms operating in markets withunique products would also suf-
fer. Traditional market-based indexes of financial conditions could be
complemented by corporateindicators underlyingtherole of collateral,
cash flows, andrisk. Based on these findings we propose and calculate
an index of corporate financial conditions for the region.

Keywords: corporate finance; Latin American firms, pecking order,
trade-off theory, financial distress.

JEL classification: G3, G30, G31.

1.INTRODUCTION

ver thelast decade, the patterns of financial intermedia-

tion have dramatically changed in emerging economies.

First, there has been a change in the characteristics of
financial intermediation between bank and market, the base
source of corporate funding. This process happened after
the global financial crisis and in tandem with the increase in
globalliquidity, which was a result of nonorthodox monetary
policyinadvanced economies. Also, many emerging economies
(EMESs) shifted their source of funding to corporate deposits
(aless stable form of funding that tends to emerge from debt
issuance), which translates into a close relation between non-
financial firms’ leverage and banks’ funding.

There has been substantial growth in the number of total
debt securities, in particular those of foreign ownership. In
parallel, emerging economies have become more financial-
ly integrated with the rest of the world, especially regarding
global corporate debt markets. While this is seemingly a wel-
coming phenomenon, some market observersand researcher
have warned about potential pitfallsin the process of monetary
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policyreversal. Easier access to funding may have distorted cor-
porate investment decisions. Also, currency mismatches might
be exposed. Even if firms are naturally or financially hedged,
theymight be still exposed to changesin global financial con-
ditions, directly by interest-rate shocks or indirectly by falling
commodity prices (Hattoriand Takats, 2015).

For example, Fuertesand Serena (2014) examined after-cri-
sis financial vulnerabilities for 2,773 debt-issuer nonfinancial
firms in 36 EMEs, for 2000-2014. They do not find in general
issuers financial ratios to have dramatically worsened. How-
ever, they did find particular segments, high leveraged, low
profitability, low interest coverage ratio (ICR), and low liquid-
ity firms, to be worrisome. Latin American trends do not dif-
fer from these global trends. Asa consequence, their potential
exposure to some risks, related to profitability, currency mis-
matches, rollovers, and global markets conditions, might have
had risen.

In this article, we examine these issues by modelling the
possible determinants of nonfinancial firms leverage ratios,
by usingafirm-level dataset of ten Latin American economies
and then assessing the influence of firm-level indicators re-
flective of market financial conditions. Further research on
these patterns showed how this model could contribute to in-
forming the creation of a better calibrated, higher frequency
financial condition indexes, comprised of both financial and
nonfinancial information. After this step, we evaluated lever-
agedeterminantsinapanel dataframe and estimate inamore
dynamic framework the effects of financial factors proxies on
afirm’sleverage, using a panel VAR methodology (Abrigo and
Love, 2016; Love and Zicchino, 2006).

Overall, our results show that Latin American nonfinan-
cial firm’s leverage determinants are stable across countries,
coherent with the standard theory and other cross-section-
al studies on the topic. Our more-dynamic approach give us
preliminary evidence on the existence of significant and ro-
bust interactions between the fundamental determinants of
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nonfinancial firms’ capital structure and the firm-level proxy
indicators of financial conditions. These new findings support
the fact that nonfinancial firm’s indicators yield useful infor-
mation to construct better calibrated, high-frequencyindexes
of financial conditions.

To that end, we calculate a simple index of financial condi-
tionsin the corporate sector. We also extend our dynamic anal-
ysis byincluding investmentas an endogenousvariable in our
dynamic panel model. Implicitin our exercise is to represent-
ing financial variables in terms of their contribution to creat-
ingrealinvestmentimpulses. By controlling for fundamental
factorsin the investment equation, we use the coefficients for
the financial variables as factor loadings in the construction
of a financial condition index for nonfinancial firms.

The rest of the paper is structured as follows. In Section 2,
we review the related literature and present our research hy-
potheses. Section 3 explains the methodological aspects of
the empirical exercise. The data elaborations are presented
in Section 4. The empirical results are contained in Section
5, for the financial panel VAR, and 6, for our investment panel
model. Section 7 concludes the research study.

2. LITERATURE REVIEW

According to Jensen and Meckling (1976), firm behavior
should be seen as a conundrum of conflicting objectives in
equilibrium, with a nexus of complex contractual relations
as the outcome. The principal-agent problems are of prima-
ry importance in those equilibria in the context of pervasive
asymmetricinformation environments. The literature on mod-
elling nonfinancial debt ratio determinants has been done
according to two prevailing approaches: trade-off and pecking
order hypotheses.

Under the static version of the trade-offhypothesis, the opti-
malleverage reflectsasingle period trade-off between the ben-
efits of debt tax shields and the deadweight costs of financial
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distress caused byan excessive debtratio (DeAngelo and Masu-
lis, 1980; Bradleyetal., 1984). Meanwhile, under the dynamics
trade-off view, firms exhibit dynamic target adjustment behav-
ior, with the presence of short-term costs of adjustment, as de-
viations from individual target levels of leverage are gradually
removed over time (Flannery and Rangan, 2006; Lemmon et
al., 2008; Frank and Goyal, 2007, Huang and Ritten, 2007).

On the other hand, under the pecking order hypothesis, the
costsof issuingrisky debt or equity overwhelm the forces thatde-
termine optimal leverage in the trade-off model. Tominimize
asymmetric information costsand other financing costs, firms
establish a hierarchy over their sources of funding: financing
investments first with internal funds (i.e., retained earnings),
then with safe debt, followed by risky debt, and finally equity
(Myers, 1984; Myers and Majluf, 1984). Table 1 summarizes
the implications for several leverage determinant variables,
regarding the two competing views.

Avery important implication of the pecking order view is
that firms would prefer internal rather than external sources
of funding. Regarding external funding, firms would prefer
debt financing over equity financing. In this regard, the vari-
able “Internal financing deficit” (IFD) is quite relevant, as it
indicates the firm’s needs for external funding. Thus, the equi-
librium corporate financing mix for any firm, at any point in
time, would depend critically on where the firmislocated in the
hierarchy of funding. Thus, cross-sectional estimates would be
unable to capture funding optimal patterns. Indeed, we find
evidence suggesting that theinternal financing deficitisa crit-
ical determinant of leverage for forms in the region. In a final
section, we use these findings to propose and calculate anindex
of financial conditions for the corporate sector in the region.
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3.METHODOLOGY

3.1 Breaking Down the Debt Ratio Model

Assuggested by the literature, we use adynamic partial adjust-
ment model to capture the cost of adjustmentsand other lever-
age determinants. The introduction of a lagged dependent
variable amongthe right-hand side variables creates an endog-
eneity problem since the lagged dependent variable might be
correlated with the disturbance term. To solve this problem,
Arellano and Bond (1991) developed a difference GMM esti-
mator for the coefficients in the equation mentioned above,
where the lagged levels of the regressors are the instruments
forthe first differential equation. Further, Arellano and Bover
(1995) and Blundell and Bond (1998) suggest differentiating
the instruments instead of the regressors in order to make
them exogenous from fixed effects. This leads to the differ-
ences between the GMM and the system GMM estimator, which
isajoint estimation of the equationinlevelsandin first differ-
ences.Hence, we use the two-step system GMM estimators, with
Windmeijer (2005) corrected standard error.

3.2 Examining How the Debt Ratio Model Is Influenced
by Financial Conditions

Further, and considering the results from the previous partial
adjustment model, we examine how equilibrium leverage ra-
tios are impacted by financial conditions in a more dynamic
setting. For doing so, we implement a panel vector autoregres-
sion (panel VAR) methodology. This approach treats all vari-
ables as endogenous (VAR) and incorporates the unobserved
individual heterogeneity in the panel. We present the results
of the panel VAR estimations as well as well as the correspond-
ing impulse-response functions.

Following closely the instrumental variables system-GMM
methodology suggested by Love and Zicchino (2006) and
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Abrigo and Love (2015), we estimate a first order panel VAR
as follows:

Yy=0+0Y,  + f+d, +e,,

2

where Y, and Y, are (5x1) vectors of variables (profitability,
tangibility, leverage, tax shield and a proxy of financial con-
ditions), for firm ¢, ata time tand (-1, respectively; 0 isa (5x5)
matrix of coefficients which are homogeneous for all firms; f;
denotes for firms’ fixed effectsand d,, are country effects which
are homogeneous for each firm in country ¢ at time ¢. Final-
ly, ei is the vector of the respective white-noise disturbances.

Eliminating firms fixed effect f; by differencing will create
correlation with the lagged dependant variables, generating
biasin the estimators. Also, the specification include country
effects d., to account for country-specific macro shocks that
affect all firms in country ¢ at the same time, wich also would
create estimators’ bias. Thus, following Love and Zicchino
(2006), we perform a two-way standardization of the variables
used in the panel VAR, in order to eliminate f; and d,, effects.
First, withregard to the country effects, we subtract the means
of each variable for every country and year. Secondly, regard-
ingthe endogeneity of fixed effectsand lagged dependent vari-
ables, we use the Helmert procedure for each variable by forward
mean-differencing (Arellano and Bover, 1995). This method
removes from the regressors the mean of all available future
observations, thus preserving orthogonality between the re-
sulting transformed variables and lagged regressors.

Also, following Abrigo and Love (2015), we also perform a
Granger-causality Wald test for each equation of the panel VAR,
to check for the empirical order of the VAR. As in a standard
VAR model, we check for the presence of eigenvalues outside
the unitary circle, thus assessing the stability of the panel VAR
system. Also, we calculate and show Choleskyimpulse-response
functions and forecast-error variance decompositions. Then,
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we use the evidence from the Granger-Wald causality tests to
inform the ordering of the variables in the Cholesky decom-
positions. The confidence intervals for the impulse-response
exercises are generated by Monte-Carlo random generation
of # and its corresponding estimated variance-covariance
matrix. We present 90% confidence intervals, with 1,000 rep-
etitions. Lastly, for the construction of a financial condition
index in the final section of the paper, we extend our initial
dynamic panel model, in order to incorporate investment dy-
namics and the role of financial conditions.'

4. DATA

The data we used in this study was Orbis BvD corporate data-
setforten Latin American countries: Argentina, Bolivia, Bra-
zil, Chile, Colombia, Ecuador, Mexico, Peru, Uruguay, and
Venezuela. After checking the data for extreme outliers and
inconsistencies, we obtained leverage information for 10,005
firmsin 17 economic sectors, in the period 2006-2015. Next,
we aggregated those sectors in manufacturing, services, pri-
mary sector, utilities, and public sector.? We counted, on av-
erage, approximately 2.03 years of observations of each of the
10,005 firms (20,315 observations). Figure 1 shows leverage
distributions for the 17 sectors represented in our sample.
Notably, and as reflected in our results, sectoral patterns are
aclear determinant of leverage. For the panel VAR exercise, a
datasubsetisused, comprised of 1,939 firmswith information
with an average period of 5.92 years. Depending on the vari-
ables used in the regression, N could be reduced. Tables A.1
and A.2in Annex A, show descriptive statistics for the samples.

All calculations were perfomed using the following Stata’s us-
er-written comands pvar, pvarsoc, pvargranger, pvarirf and pufevd,
developed by Abrigo and Love (2015).

We show table results only for the manufacturing, services, and
primary sectors, the bulk of our sample.
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Figure 1

LEVERAGE DISTRIBUTIONS BY SECTORS
Overall sample, 2006-2015
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Figure 1

LEVERAGE DISTRIBUTIONS BY SECTORS
Overall sample, 2006-2015
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5. RESULTS

Tables B.1 and B.2? show Blundell-Bond system-generalized
moments method (GMM) estimation results for the determi-
nants of leverage in manufacturing, services, and the primary
sectors.*Similar to other corporate finance studies the results
obtained seem to be consistent with the elements of the two
main theories (Rajan and Zingales, 1995). Regression results
show the presence of significant adjustment costs. To the ex-
tent that firms have unobservable target levels, firms face low
speed of adjustment. Thiswould be consistent with the trade-off
dynamic theories. Additional evidence supporting the trade-
offtheoryis provided by variable’s tax shield results, which is
positively correlated with leverage.

For manufacturing and service firms, the ratio of tangi-
ble assets to total assets is negatively correlated with leverage.
Also, tangible assets are found to be correlated with growth
opportunities.

On the other hand, these assets can be used as collateral.
Thus, this piece of evidence seems to be supportive of both the
trade-off and the pecking order hypotheses. Furthermore, ourre-
sults suggest that medium-sized firms in manufacturing and
servicestend to be significantly more leveraged than the small
firmsinthesesectors, whileverylarge and large companiesin
theservicessectorare significantly more leveraged than their
counterpartsinthe medium-sized-firms group (see AnnexA.3
forvariables description). This is in line with the trade-off hy-
pothesis, as well as with Myers (1984). Regarding the unique-
nessindicator,”we found thatitaffects leverage positivelyand

Henceforth, all the statistical tables not displayed in the body
of this document can be located in the Annex B.

In Table B.2 we use ROAA as measure of cash flow effects, instead
of our IFD variable.

® Uniqueness, measured as costs of goods sold to operating rev-
enue, is related to the extent to which the market for a good
dependsonretainingasignificant customer base. To that regard,
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significantly only for firms in the primaryand service sectors,
which is contrary to the trade-off hypothesis. Uniqueness, as
pointed out by Gilchrist etal. (2016), is critical to understand-
ing a firm’s ability to increase prices; thus, it is connected to
the financial distress during episodes of aggregated shocks.
Firms that produce unique products are more vulnerable to
interest rate shocks while being highly leveraged, since they
tend to have less flexibility to increase prices.
Threevariables’ estimates are quite consistent with the peck-
ing order hypothesis, namely the internal financing deficit,the
dichotomic variable equal to one if the firmislisted (and zero
otherwise), and the pofitabilityvariable (return on average as-
sets, or ROAA). Leverageis higher for firmswith alarger financ-
ing deficit. On the one hand, listed firms or firms with higher
profitability tend to have lower leverage ratios, likewise for
smaller firms, so theyare also consistent with this hypotheses.
In order to examine the possibility of multiple endogeneity
oftheregressors, our empirical strategyalso includes estimat-
ing panel VARs and impulse-response functions for the subsa-
mple of firms with larger time series dimension.
Inthisregard, we reproduce previous specificationsas much
as possible, considering panel VAR stability conditions.* Then
weaugment the regressions in two variables to show the effects
offinancial conditionsat theindividual firm’slevel. In one case,
we include the previousyear’simplicit interest rate paid on li-
abilities. In the other, we calculated the rate’s previous 3-year
rolling window standard deviation. Figures 2aand 2b show the
evolution of median and inter-quartile ranges for the implicit
interest rates and its standard deviation for the ten countries
examined. Most countries have experienced episodes of high

firms deploy marketing and sale forces resources to convey the
special and unique nature of their product. In that regard, the
customer base becomes a valuable asset in this kind of markets,
with price competition playing a secondary role.

We use instead tangibility in this set of results, calculated as the
ratio of fixed to total assets.
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Figure 2a
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Figure 2b

AVERAGE AND INTER-QUARTILE VOLATILITY
3-Year Rolling SD of Implicit Interest Rate
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interest rate volatility and level, especially in the immediate
post global financial crisis.

Table 2 shows the panel VAR results for the interest rate vari-
able. In Table 3 and Figure 4, the corresponding variance de-
composition and impulse-responses are displayed. Ourresults
suggest the presence of a bidirectional causality between in-
terest rates and leverage. Previous year interest rates reduce
leverage at atime ¢, whereas arise in the previous year’s lever-
agereducesthe future rate charged on afirm’sliabilities. The
impulse-response functions (figure 4) shows that a shock in-
creasing Leverage tend to have negative and significant effects
over the future interest rate lasting about four years, while a
shockincreasing the implicitinterestrate has negative and sig-
nificant effects over Leverage lasting about five years.

When including thevolatility (standard deviation) of the im-
plicit interest rate as an endogenous component of the panel
var (Table 4), we find that firmswith larger collateral (tangible
assets) face lower future interest rate volatility. Also, under this
specification, higher previousleverage seemsto be associated
with higher future profitability (ROAA). Asshown byimpulse-re-
sponse functions (Figure 5), ashockincreasingleverage hasan
immediate negative effect on profitability, compensated on-
wards with a significant increase in the second year wich lasts
forabout the fifth year.

Overall, our results seem to indicate that leverage is affect-
ed by previous interest rates, an obvious result, but with feed-
back effects involved. Conversely, collateral values seem to be
important determinants of the future interest rate volatility
facing firms. Asshown byvariance-decomposition results (Ta-
ble 3), around 10% ofthe implicitinterestvariance is explained
by leverage. Also, the tangibility of assets explains about 45%
of volatility-of-interestrate variance. The impulse responses
for the effect of previous interest rates on leverage last for at
least five years. Of similar duration is the reverse causality ef-
fect. Also, the effect of the tangibility of the future volatility of
interest rates lasts for five years Figure 5).
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PANEL VECTOR AUTOREGRESSIOM FOR DETERMINANTS OF
CORPORATE FINANCING AND THE PREVIOUS IMPLICIT INTEREST RATE

Response to

ROAA Leverage  Tangibility  Imp. int.  Tax shield
Response of (t-1) (t-1) (t-1) rate (t—1) (t-1)

ROA (t) 0.3744°  0.0609 —0.0417  0.0004  0.2178
(0.0686) (0.0379) (0.0346) (0.0331)  (0.1412)
Leverage (t) -0.1891 0.8051¢ -0.0135 -0.0857*  0.1794
(0.0793) (0.0644) (0.0607) (0.0459) (0.2139)
Tangibility (t) ~0.1252 -0.0660 0.8286c -0.0910  0.0068
(0.0777) (0.0769) (0.0837)  (0.0587)  (0.2075)
Imp. int. rate (t) 0.0291 -0.1209° -0.0005  0.2944>  —0.0557
(0.0432) (0.0378) (0.0311) (0.1157)  (0.0916)
Tax shield (t) 0.0601" -0.0042  0.0126  -0.0034  0.3812°

(0.0240) (0.0156) (0.0142)  (0.0103)  (0.0738)

Number of observations (N): 2,400
Number of firms (N): 669

Average number of years: 3.587
Final GMM criterion Q(b): 7.52¢-34
Initial weight matrix: identity

GMM weight matrix: robust

*$<0.10," p<0.05, © p< 0.01. Standard errors in parenthesis. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover
(1995), through the Helmert procedure. All country effects were included by
subtracting the means of each variable calculated for each country-year. This panel
VAR satisfies the stability condition proposed by Hamilton (1994) and Liitkepohl
(2005).
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VARIANCE DECOMPOSITION OF THE PANEL VAR
FOR DETERMINANTS OF CORPORATE FINANCING
AND THE PREVIOUS IMPLICIT INTEREST RATE

Impulse variable

Response Imp. int.
variable ROAA Tangibility — Tax shield rate Leverage
ROAA 0.8911 0.0508 0.0086 0.0017 0.0477

Tangibility  0.0271 0.9515 0.0001 0.0012 0.0201

Tax shield 0.2379 0.0160 0.7457 0.0002 0.0003

Imp. int.

0.0213 0.0023 0.0006 0.8721 0.1036
rate

Leverage 0.1293 0.0239 0.0010 0.0427 0.8030

Percent of variation in the row variable (10 years ahead) explained by the

column variable. All variables were transformed using forward orthogonalization
suggested by Arellano and Bover (1995), through the Helmert procedure. All
country effects were included by subtracting the means of each variable calculated
for each country-year. The variables were sorted following Granger-Wald causality
test criteria.
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IMPULSE-RESPONSES OF THE PANEL VECTOR AUTOREGRESSION
FOR DETERMINANTS OF CORPORATE FINANCING AND THE PREVIOUS
IMPLICIT INTEREST RATE AS A PROXY OF FINANCIAL CONDITIONS
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSES OF THE PANEL VECTOR AUTOREGRESSION
FOR DETERMINANTS OF CORPORATE FINANCING AND THE PREVIOUS
IMPLICIT INTEREST RATE AS A PROXY OF FINANCIAL CONDITIONS
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSES OF THE PANEL VECTOR AUTOREGRESSION
FOR DETERMINANTS OF CORPORATE FINANCING AND THE PREVIOUS

IMPLICIT INTEREST RATE AS A PROXY OF FINANCIAL CONDITIONS
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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PANEL VECTOR AUTOREGRESSION FOR DETERMINANTS
OF CORPORATE FINANCING AND THE 3-YEAR ROLLING SD
OF THE IMPLICIT INTEREST RATE

Response to

SD imp.
ROAA Leverage  Tangibility — int. rate  Tax shield
Response of (t—1) (t—1) (t—1) (t—1) (t—1)
ROAA (t) 0.3420¢  0.1058> -0.0330 —0.0006 —0.0398

(0.0790)  (0.0457)  (0.0472) (0.0675) (0.2213)
Leverage (t)  -0.1181  0.7694c  -0.0470  -0.0662  —0.0626
(0.1049)  (0.0775)  (0.0782)  (0.0906)  (0.3259)
Tangibility () -0.1359  -0.0889  0.8497¢  -0.0315  0.0724
(0.1172)  (0.0890)  (0.1093)  (0.0938)  (0.3358)

SD. imp. int.

0.0105 -0.0120 -0.0586¢ 0.8131¢ 0.0742
rate (t)

(0.0293)  (0.0208)  (0.0224) (0.0940)  (0.0680)
Tax shield (1)  0.0334  -0.0071  —0.0011  -0.0104  0.3727¢

(0.0321)  (0.0194) (0.0214) (0.0176) (0.1208)

Number of observations (N): 1,745
Number of firms (N): 537

Average number of years: 3.25
Final GMM criterion Q(b): 4.24e-34
Initial weight matrix: identity

GMM weight matrix: robust

*$<0.10," p<0.05, © p< 0.01. Standard errors in parenthesis. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover
(1995), through the Helmert procedure. All country effects were included by
subtracting the means of each variable calculated for each country-year. This
panel VAR satisfies the stability condition proposed by Hamilton (1994) and
Liitkepohl (2005).
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VARIANCE DECOMPOSITION OF THE PANEL VAR
FOR DETERMINANTS OF CORPORATE FINANCING
AND THE 3-YEAR ROLLING SD OF THE IMPLICIT INTEREST RATE

Impulse variable

Response variable  Tax shield — Leverage  Tangibility — Roaa éft.i%e
Tax shield 0.9912  0.0017  0.0005  0.0059  0.0008
Leverage 0.0240  0.9523  0.0156  0.0045  0.0036
Tangibility 0.0013  0.1063  0.8895  0.0027  0.0002
ROA 0.1607  0.1610  0.0737  0.6042  0.0004

SD imp. int. rate 0.0063 0.0190 0.4584 0.0020 0.5143

Percent of variation in the row variable (10 years ahead) explained by the column
variable. All variables were transformed using forward orthogonalization suggested
by Arellano and Bover (1995), through the Helmert procedure. All country

effects were included by subtracting the means of each variable calculated for

each country-year. The variables were sorted following Granger-Wald causality test
criteria.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE 3-YEAR ROLLING SD OF THE IMPLICIT

INTEREST RATE
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE 3-YEAR ROLLING SD OF THE IMPLICIT
INTEREST RATE
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE 3-YEAR ROLLING SD OF THE IMPLICIT

INTEREST RATE
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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We further look at threshold effects in the leverage distri-
bution by dividing firms into above and below median lever-
age. Results are shown in Tables B.3-B.4 and Figures B.1-B.2,”
for previous implicit interest rates; and Tables and Figures
B.5-B.6 and Figures B.3-B.4 show results for the volatility of
implicit interest rates.

The first part of Table B.3 reports the panel VAR estimates
for firms whose mean leverage ratio is lower than the median
and where the bidirectional causal relation between leverage
and implicitinterest rate found in the baseline modelisrepro-
duced. Interchangeably, results for the highlyleveraged group
of firms are presented in the bottom part of Table B.3. As the
opposite of low-leveraged firms, in the case of high-leveraged
the feed-back effect between implicitinterest ratesisnolonger
held, since only the one-year lagged leverage impacts the im-
plicitinterest rate significantlyand negatively. Alsoimportant
is the fact that, for this group of firms, implicit interest rates
are negatively associated with the future collateral measured
by tangibility, which means thatanincreasesin previousrates
reduces significantly the tangible assets of the firm in the next
fiveyears (withregards toimpulse-response functions present-
ed in Figure B.2). We presume this result is driven by the fact
thatalready highlyleveraged firms tend to face relevant price
effectsin their balance sheets when interest ratesincrease, and
additionally, they are induced to liquidate asset positions in
the face of interest rate shocks.

Regarding the impulse-response functions for highlylever-
aged firms (Figure B.2), then the future profitability grows up
significantly from the second year after the leverage increas-
es, up toaboutto the fifthyear (Figure B.2). In turn, a positive
shock of the implicitinterestrate atyeartleadstoasignificant
decrease of the future collateral values, while the collateral
itself is found to cause an increase in the future volatility of

7 Henceforth, all figures not displayed in the body of this docu-
ment can be located in the Annex B.
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rate (asshown at the bottom of Table B.5, for highlyleveraged
firms). This fact constitutes a negative spiral, in which finan-
cial conditions for firms are further deteriorated. The com-
pensating mechanism to end up thisharmful process seemsto
operate at lower leverage and profitability, asfirmsengageina
new leverage cycle. Thisisreflected in the negative and signif-
icant coefficient of thelagged profitability on future leverage.

6. AN AGGREGATED INDEX OF CORPORATE
FINANCIAL CONDITIONS FOR TEN LATIN
AMERICAN COUNTRIES

In this section, we extend our previous analysis by including
investment as an endogenous variable in our dynamic panel
model. Implicit in our exercise is representing of financial
variables in terms of their contribution with the goal of creat-
ingrealinvestmentimpulses. By controlling for fundamental
factorsin the investment equation, we use the coefficients for
the financial variables, as factor loading in the construction
of a corporate financial condition index.

We derive ourintuition for our proposed index from the lit-
erature on micro-level realinvestment measuring. Investment
dynamics within a PVAR firm-level have been estimated with
the inclusion of financial variables (Love and Zicchino, 2006;
Gilchristand Himmelberg, 1998). Love and Zicchino (2006) es-
timated an investment PVAR using firm-level datafrom 36 coun-
tries. In their model, theyincluded fundamental factors such as
ameasure of the marginal productivity of capital and Tobin’s
g. Their financial factors variable is represented by cash flows
scaled by capital. Thus, their exercise is determining the dy-
namic function ofinvestment thatisaugmented bya financial
variable. They found the friction effect of the financial vari-
able oninvestmentto be larger for the group of countries with
less developed financial systems. Also, a series of papers have
looked at the elasticity of investment to cash flow and other fi-
nancial variables, generally in a static or dynamic panel data
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context (Gomes, 2001; Balfoussiaand Gibson, 2016; Hernando
and Martinez-Carrascal, 2008) analyzed the impact of alter-
native measures of firms’ financial conditions on investment
and employment by usingalarge-scale panel dataset of Spanish
firms over the period 1985-2001. They then used the estimat-
ed coefficients of the investment equation as factor loadings
in the construction of a corporate financial conditionsindex.
As Hernando and Martinez-Carrascal (2008), we estimate an
error-correction investment model, as suggested by Bond et
al. (1999). We follow this latest approach in the construction
of our index of corporate financial conditions.

Inthissense, we estimate adynamic system-GMM panel model
for fixed investment ratio at firm-level assuming the existence
ofadditive year-specific effects, u,, country-specific effects, 7,
and industry specific effects, y,, which could be expressed as
follows:

I,
—=p [K’t ! JJF(UOAM + @Ay +0(k=);,-0 + By Lev, +
1

P2

+P1Lev;, 1 + BoIDB, + B3 IDB; ,_; + B, (Zscore);, + B5(Zscore); ,_,
+Bs(IFD);, + B;(IFD);,_, + Bs(Tangibility), , +
+Bo(Tangibility); , 1 +X; 6 + u; +7;, +y e

We then construct indexes of financial conditions for our
ten countries as follows. First, we estimate an error-correction
investment model including lagged fixed investment, lagged
and contemporaneoussales growth; the error-correction term,
and other controls. Alternatively, we expand the investment
model by including lagged and contemporaneous of several
key financial variables from our previous analysis- Leverage,
ourinternal financing deficitindicator (IFD), the interest debt
burden, the tangibility of assets and the firms’ Z-score, asamea-
sure of risk. Results are shown in Table 7. A key aspect of the
modelis the inclusion of time and firm effects to capture cap-
ital replacement costs. Also, the model predicts the existence
of significant and negative error correction component. We
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then use the results for the investment equation for the con-
struction of our financial conditions index.

Notice thatabout the financial variables included, only the
IFD, Z-score and tangibility coefficients were found to be sig-
nificant. Consistent with previous results, we used specifica-
tion 2 in Table B.7, as leverage was found in previous sections
to be caused by both tangibility and IFD. Accordingly, in the
specification 1, lagged leverage is found tosignificantly explain
investment when excluding these two of its determinants. In
specification 3, we use profitability (ROAA) instead of IFD, and
get similar results. For the variables of interest, the contem-
poraneous effects are significantly positive, and the lagged
effectsare significantlynegative. However, the sum of both co-
efficients is found to be significantly different from zero and
positive for Z-score and the IFD, the variables with the larg-
est effects, indicating a positive relation between the index
loadings and investment financial conditions. Accordingly,
we propose the following financial conditions index (FCI) for
nonfinancial firms:

FClit = B, (Zscore), + B, (Zscore),,_, + B, (IFD), + B, (IFD),, | +
+ //3; (Tangibility)il + //3; (Tcmgibility)u_1 .

FCI can be interpreted as the predicted financial value of
theinvestment. In order to have acountryindex, we aggregate
at country-time level by calculating percentile 25, 50 and 75
statistics for the index. Figures B.5and B.6 show the resulting
lags of country-time FCI pair as compared to gross fixed capi-
tal formation and GDP growth.

Theindexis constructed so thatincreasing /decreasingval-
uesimplyimproving /deteriorating financial conditions forin-
vestment. The figures convey, at the simple examination, the
potential for a positive correlation. We further explore these
patterns as follows. First, we estimate a simple first order pan-
el VAR modelincluding FCI, gross fixed capital formation, and
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GDP growth, for the ten countries in the sample. As an initial
step, and test for Granger causality. The results are shown in
Table B.8.

Granger causality Wald tests indicate IFC to Granger cause
both gross fixed capital formation and GDP growth. The reverse
causalityis not found. Also, GDP growth Granger causes gross
fixed capital formation. At a final exercise, we show in Figure
9, resulting impulse-response functions assuming a Cholesky
variance decomposition with ordering given by the obtained
Granger criteria. A one-standard deviation positive shock in
FCI results in an increase in both gross fixed capital forma-
tion and GDP future growth, which is significant and lasting
for about 12 months, with 90% confidence levels. Thus, these
preliminary results, albeit restricted about its simplicity and
extent of the series, provides some evidence on the potential
explanatory relevance of the financial conditions index con-
structed thus far, using firm level data. It is also worth to no-
tice that the financial shockimplicitin the exercise iscommon
across countries, given the nature of the exercise. Thus, the
real impulses obtained must be interpreted accordingly, as
the average national real effects toa common financial shock.

7. CONCLUSIONS

Inthisarticle, we usealarge dataset of nonfinancial firms from
ten Latin American countries to assess leverage determinants
and their dynamics. We then use thatinformation toinformthe
specification ofanewindex of corporate financial conditions.

With regard to the first set of issues, our results seem to be
consistent with elements of the two main theories, the trade-
off, and pecking order views. Regression results show the pres-
ence of significant adjustment costs. To the extent that firms
have unobservable target levels, firms face low speed of adjust-
ment. Furthermore, our results suggest that medium-sized
firms in manufacturing and services tend to be significantly
more leveraged than their smallfirmsin these sectors, whereas
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very large and large companies in the services sector are sig-
nificantlymoreleveraged than their counterpartsin the medi-
um-sized-firms group. Regarding the uniquenessindicator, we
found that it affects leverage levels positively and significant-
ly, only for firms in the primary and service sectors, which is
evidence against the trade-off hypothesis. With regard to our
dynamics determinants of leverage, we observe that a firm’s
leverage is significantly reduced in the face of rising interest
rates, with feed-back effects. Also, firms’ collateral resulted to
be critical, asreductions in tangible assets bring about future
volatilityin the interest rates paid by the firms. When we sepa-
rate firmsaccordingtotheleveragelevel, itturns out that these
effects are stronger for highly leveraged firms.

Dynamically, the risk seems to be associated with high lever-
age in the context of rate increases. It is manifested in high-
er rate volatility and reduced collateral levels, potential asset
liquidation and rapid deleveraging. These dynamics are prob-
ably more likely in the context of policy rate changes and cap-
ital outflows. According to our results, segments most likely
affected are mediumsize firms and large firms with high costs
of liquidation as well as high sunk costs, especially in the ser-
vice sector. Firms operating in markets with unique products
would also suffer.

Ourresults ultimately suggest that traditional market-based
indices of financial conditions could be complemented by cor-
porate indicators. As mentioned, collateral levels, indicators
of corporate distress and firms’ cash flow positions are natu-
ral candidates for an index. To that end, we calculated a sim-
pleindex of financial conditionsin the corporate sector (FCI).
Granger causality Wald tests indicate ICFC to Granger-cause
both gross fixed capital formation and GDP growth. Accord-
ing to resulting impulse-response functions, a one-standard
deviation positive shock in IFC results in an increase in both
gross fixed capital formation and GDP future growths, which
is significant and lasts for about 12 months. Thus, these pre-
liminary evidence suggests the potential predictive relevance
of the index proposed here.
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P-VAR VARTANCE DECOMPOSITION FOR DETERMINANTS OF CORPORATE
FINANCING AND THE IMPLICIT INTEREST RATE AS A PROXY OF
FINANCIAL CONDITIONS- BY GROUPS OF FIRMS REGARDING LEVERAGE
RATIO (TOTAL LIABILITIES TO TOTAL ASSETS)

a) Firms with a Mean Leverage Ratio Lower than the Median (<51.02 % )

Impulse variable

Response

Variable ROAA Tangibility  Imp. int. rate  Leverage Tax shield
ROAA 0.9498 0.0039 0.0073 0.0306 0.0084
Tangibility 0.0351 0.9611 0.0003 0.0016 0.0019

Imp. int. rate  0.0221 0.0302 0.7027 0.2429 0.0021
Leverage 0.0247 0.1939 0.0925 0.6845 0.0045

Tax shield 0.2340 0.0507 0.0215 0.1517 0.5421

b) Firms with a mean leverage ratio higher than the median
or equal to the median (>51.02% )

Response Impulse variable

Variable Tax shield — Leverage ROAA Tangibility  Imp. int. rate
Tax shield 0.9533 0.0066 0.0066 0.0331 0.0004
Leverage 0.0247 0.7952 0.0703 0.1076 0.0022
ROAA 0.1584 0.1454 0.6583 0.0363 0.0016

Tangibility 0.0007 0.0365 0.0524 0.8926 0.0178

Imp. int. rate  0.0063 0.1539 0.0226 0.0438 0.7734

Percent of variation in the row variable (10 years ahead) explained by the column
variable. All variables were transformed using forward orthogonalization suggested
by Arellano and Bover (1995), through the Helmert procedure. All country effects
were included by subtracting the means of each variable calculated for each country-
year. The variables were sorted following Granger-Wald causality test criteria.
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PANEL VECTOR AUTOREGRESSION (GMM ESTIMATION) FOR
DETERMINANTS OF CORPORATE FINANCING AND THE 3-YEAR
ROLLING SD. OF IMPLICIT INTEREST RATE AS A PROXY OF FINANCIAL
CONDITIONS-BY GROUPS OF FIRMS REGARDING LEVERAGE RATIO
(TOTAL LIABILITIES TO TOTAL ASSETS)

Response to

SD imp. Tax
ROAA Leverage  Tangibility  int. rate shield
Response of (t—-1) (t-1)) (t-1) (t-1) (t-1)

a) Firms with a mean leverage ratio lower than the median (<51.02%)

ROAA (t) 0.4022¢  0.0319 -0.0092 -0.0091 0.0779
(0.1161) (0.0619) (0.0651) (0.0844) (0.3005)

Leverage (t) -0.1334 0.9129¢ -0.1269 -0.084  0.4354
(0.1526) (0.1216) (0.1071) (0.1146) (0.4123)

Tangibility (t) -0.1752 -0.0101  0.7109¢ -0.1038 0.0702
(0.1646) (0.1480) (0.1326) (0.1015) (0.3314)

SD imp. int. rate (t) 0.0595 -0.0198 -0.0371 0.8741¢ -0.0267
(0.0656) (0.0403) (0.0278) (0.1137) (0.1305)

Tax shield (t) 0.0793* -0.0446* 0.0074 0.0052  0.1797
(0.0425) (0.0258) (0.0248) (0.0188) (0.1205)

Number of observations (N): 829

Number of firms (N): 243

Average number of years: 3.412

Final GMM criterion Q(b): 1.96e-33
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PANEL VECTOR AUTOREGRESSION (GMM ESTIMATION) FOR
DETERMINANTS OF CORPORATE FINANCING AND THE 3-YEAR
ROLLING SD. OF IMPLICIT INTEREST RATE AS A PROXY OF FINANCIAL
CONDITIONS-BY GROUPS OF FIRMS REGARDING LEVERAGE RATIO
(TOTAL LIABILITIES TO TOTAL ASSETS)

Response to

SD imp. Tax
ROAA Leverage  Tangibility  int. rate shield
Response of (t-1) (t-1)) (t-1) (t-1) (t-1)
b) Firms with a mean leverage ratio higher than the median or equal to the median
(>51.02%)
ROAA (t) 0.3408< 0.1812> -0.0602 -0.0259 -0.3205

(0.1135) (0.0729) (0.0676) (0.1260) (0.3636)
Leverage (t) -0.1628 0.6629¢  0.0587 -0.067 -0.2643
(0.1523) (0.1035) (0.1129) (0.2171) (0.5654)
Tangibility (t) -0.1585  -0.12 0.9836°  0.2273  0.2578
(0.1810) (0.1177) (0.1691) (0.2232) (0.6302)
SD imp. int. rate (t) -0.034 -0.0275 -0.0556> 0.606°  0.1205
(0.0290) (0.0201) (0.0250) (0.0978) (0.0880)
Tax shield (t) 0.0068  0.0179  -0.0068 -0.0535 0.4555°
(0.0446) (0.0289) (0.0338) (0.0530) (0.2131)
Number of observations (N): 916
Number of firms (N): 294
Average number of years: 3.116
Final GMM criterion Q(b): 7.13e-34
Initial weight matrix: identity

GMM weight matrix: robust

*$<0.10,* p< 0.05, © p< 0.01. Standard errors in parenthesis. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover
(1995), through the Helmert procedure. All country effects were included by
subtracting the means of each variable calculated for each country-year. This
panel VAR satisfies the stability condition proposed by Hamilton (1994) and
Liitkepohl (2005).
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P-VAR VARTANCE DECOMPOSITION FOR DETERMINANTS OF
CORPORATE FINANCING AND THE 3-YEAR ROLLING SD OF IMPLICIT
INTEREST RATE AS A PROXY OF FINANCIAL CONDITIONS-BY
GROUPS OF FIRMS REGARDING LEVERAGE RATIO
(TOTAL LIABILITIES TO TOTAL ASSETS)

a) Firms with a Mean Leverage Ratio Lower than the Median (<51.02%)

Response variable Impulse variable
SD imp. Tax
ROAA Leverage  Tangibility  int. rate shield
ROAA 0.9594 0.0328 0.0056 0.0006  0.0016
Leverage 0.0066 0.8939 0.0868 0.0053  0.0074
Tangibility 0.0310 0.0437 0.9130 0.0122  0.0001

SD imp. int. rate 0.0180 0.0313 0.0900 0.8599  0.0008

Tax shield 0.2751 0.1762 0.0232 0.0017  0.5238

b) Firms with a Mean Leverage Ratio Higher than the Median
or Equal to the Median (>51.02% )

Response variable Impulse variable

SD imp.
Leverage  Tangibility  Tax shield  int. rate ROAA

Leverage 0.7852 0.1904 0.0113 0.0010  0.0121
Tangibility 0.0681 0.9095 0.0118 0.0069  0.0038
Tax shield 0.0294 0.0198 0.9435 0.0071  0.0003

SD imp. int. rate 0.0330 0.6676 0.0085 0.2872  0.0037

ROAA 0.2300 0.0991 0.0943 0.0059  0.5708

Percent of variation in the row variable (10 years ahead) explained

by the column variable. All variables were transformed using forward
orthogonalization suggested by Arellano and Bover (1995), through the
Helmert procedure. All country effects were included by subtracting the means
of each variable calculated for each country-year. The variables were sorted
following Granger-Wald causality test criteria.
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GMM (BLUNDELL-BOND) REGRESSIONS FOR INVESTMENT

Percent of the change in fixed assets

Investment (-1)

Sales growth

Sales growth (-1)

Leverage

Leverage (-1)

(k-y) (-2)

Interest debt burden

Interest debt burden (-1)

Z-score

Z-score (-1)

Listed

O. Carvallo, J. Barboza, I. Garréon

(1) (2) 3)
~0.0285 0.0734 ~0.0524°
(0.0303) (0.0390) (0.0292)

97.89¢ 9.304¢ 39.68¢
(3.110) (1.875) (3.704)
18.59" 10.88" 15.42"
(6.929) (6.554) (6.674)
0.205
(0.134)
~0.292"
(0.139)
~6.999¢ ~5.957¢ ~7.918¢
(1.411) (1.227) (1.679)
0.374¢ ~0.00290 0.385¢
(0.0979) (0.0619) (0.118)
-0.0316 -0.0228 ~0.152
(0.105) (0.0517) (0.111)
0.487 10.53¢
(2.335) (1.266)
0.418 ~8.515¢
(2.351) (1.260)
1.271 1.112 1.786¢
(0.994) (0.709) (1.022)
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GMM (BLUNDELL-BOND) REGRESSIONS FOR INVESTMENT

Percent of the change in fixed assets

(1) (2) )
Small -9.489 0.242 -12.08
(8.215) (6.393) (10.70)
Very large 0.492 -0.454 -3.940
(4.020) (6.046) (4.352)
IFD 1.074¢
(0.0289)
IFD (-1) -0.175¢
(0.0409)
Tangibility 0.278¢ 0.251¢
(0.0488) (0.0650)
Tangibility (-1) -0.258¢ -0.226¢
(0.0425) (0.0591)
Uniqueness -0.0605" -0.0169
(0.0305) (0.0587)
Uniqueness (-1) -0.115¢ -0.131"
(0.0249) (0.0545)
ROAA -0.228"
(0.103)
ROAA (-1) 0.288¢
(0.103)
Constant 22.03° 31.28¢ 34.89¢
(8.651) (8.158) (10.07)
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GMM (BLUNDELL-BOND) REGRESSIONS FOR INVESTMENT

Percent of the change in fixed assets

(1) (2) (5)

Country Yes Yes Yes
Year Yes Yes Yes
Industry Yes Yes Yes
N 5443 3990 5172
N_g 1219 893 1080
J 74 78 76
Hansen 44.90 38.01 42.18
Hansen-p 0.0810 0.252 0.131
AR1 -9.738 -7.643 -9.547
ARl-p 2.07e-22 2.12e-14 1.33e-21
AR2 -0.989 0.751 -1.330
AR2-p 0.323 0.453 0.183

Standard errors in parentheses * p < 0.10, " p < 0.05, “p < 0.01. Columns 1, 2 and

3 represent the regressions for manufacturing, services, and primary industry
conglomerates. The Hansen is a test of the over-identifying restrictions for the
GMM estimators. AR] and AR2 are tests for the first-order and second-order serial
correlation. N denotes the number of observations and J number of instruments.
Country, Year and Industry denote if their respective dummy variables were
introduced in the regressions. Variables are listed as follows: Investment represents
the lagged value of the firm’s fixed investment; Leverage is the firm’s indebtness
ratio; Interest debt burden is the ratio of interest paid to operating revenue (%);
Sales growth is the annual variation of operating revenue; Listed is a dummy
variable for firms that participate in the stock market; ROA is firm’s return on
assets (%); Z-score is the firm profitability deviation from its capital ratio divided
by ROAA’s standard deviation, this indicator is expressed in log-transformation ;
Tangibility assets is the firm’s tangible fixed assets to total assets (%); IFD is the
firm’s internal financing deficit to total assets (%); k-y is the error correction term
that reflects how firms adjust their capital towards a target; Small and very large
are dummies for small and very large firms according to Orbis disaggregation; and
Uniqueness is the firm’s cost of goods sold to operating revenue (%).
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PANEL VECTOR AUTOREGRESSION FOR FINANCIAL CONDITIONS INDEX
AND MACROECONOMIC VARIABLES

Response of Response to
Gross fixed investment — FCindex — GDP growth
growth (t-1) (t-1) (t-1)
Gross fixed investment growth(t) -0.861" 0.421° 3.108°
(0.350) (0.194) (1.497)
FC index—-country median (t) 0.196 -0.150 -0.536
(0.377) (0.229) (1.622)
GDP growth (t) -0.145 0.130° 0.447
(0.0976) (0.0551) (0.403)
Number of observations (N): 53
Number of countries (N): 10
Average number of years: 5.30

Final GMM criterion Q(b): 3.04e-32
Initial weight matrix: identity
GMM weight matrix: robust

*$<0.10,° p<0.05, < p< 0.01. Standard errors in parenthesis. This panel VAR satisfies
the stability condition proposed by Hamilton (1994) and Liitkepohl (2005).

Panel VAR-Granger causality Wald test
Ho: Excluded variable does not Granger-cause equation variable
Ha: Excluded variable Granger-causes equation variable

Equation Excluded Chi-sq df Prob > Chi-sq
Gross fixed investment FC 1nd.ex—c0untry 4714 1 0.030
growth (%) median
GDP growth (%) 4310 1 0.038
All 7.135 2 0.028
FC index—country median Gross fixed investment 0.270 1 0.603
growth (%)
GDP growth (%) 0.109 1 0.741
All 0.359 2 0.836

Gross fixed investment

srowth (%) 2.217 1 0.136

6op growth (%)

FC index—country
median

All 6.721 2 0.035

5.578 1 0.018
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio lower than the median (<51.02%)

TAX_SHIELD: TAX_SHIELD TAX_SHIELD: LEVERAGE
1.5 4 1
1.0 1 27
0.5 - 01 i
_2 4
0 -4
T T T T T T
0 5 10 0 5 10
LEVERAGE: TAX_SHIELD LEVERAGE: LEVERAGE
2 1 50 A
1 -
0 - 0 1 -
71 4
-2 - -50 1
T T T T T T
0 5 10 0 5 10
IMP_INT_RATE: TAX_SHIELD IMP_INT_RATE: LEVERAGE
1.0 1
10 A
0.5 1 0 -
e —
01" - 10 ]
-0.5 1 20 -
T T T T T T
0 5 10 0 5 10
TANGIBILITY: TAX_SHIELD TANGIBILITY: LEVERAGE
2 40 1
14 20 1
0 i 0- -
-1 —20
-9 —40 -
T T T T T T
0 5 10 0 5 10
ROAA: TAX_SHIELD ROAA! LEVERAGE
1.0 A 5 4
0.5 | K O = B
0
_5 4
-0.5 1
T T T T T T
0 5 10 0 5 10
90% CI —— Orthogonalized IRF

Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio lower than the median (<51.02%)

TAX_SHIELD: IMP_INT_RATE

TAX_SHIELD: TANGIBILITY

0.5 A 47
(N R 21
-0.5 1 1
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T T T T T T
0 5 10 0 5 10
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5 ] 40 1
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TANGIBILITY: IMP_INT_RATE TANGIBILITY: TANGIBILITY
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio lower than the median (<51.02%)

TAX_SHIELD: ROAA LEVERAGE: ROAA
1 5
0.5
_k__ 0
0 -
0.5 - -5 1
T T T T T T
0 5 10 0 5 10
IMP_INT_RATE: ROAA TANGIBILITY: ROAA
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0
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-9 =5 1
T T T T T T
0 5 10 0 5 10
ROAA: ROAA
4 -
9 90% CI
0 —— Orthogonalized IRF
_2 e
T T T
0 5 10

Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio higher than the median
or equal to the median (>51.02%)

IMP_INT_RATE: IMP_INT_RATE IMP_INT_RATE: TANGIBILITY
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio higher than the median
or equal to the median (>51.02%))
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio higher than the median
or equal to the median (>51.02%)
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE SD OF IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio lower than the median (<51.02%)
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE SD OF IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio lower than the median (<51.02%))
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Impulse-response functions derived by Cholesky’s variance decomposition. All variables were
transformed using forward orthogonalization suggested by Arellano and Bover (1995), through
the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE SD OF IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio lower than the median (<51.02%)
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calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE SD OF IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio higher than the median
or equal to the median (>51.02%)
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the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE SD OF IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio higher than the median
or equal to the median (>51.02%)
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the Helmert procedure. All country effects were included by subtracting the means of each variable
calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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IMPULSE-RESPONSE FUNCTIONS FOR DETERMINANTS OF CORPORATE
FINANCING AND THE SD OF IMPLICIT INTEREST RATE
Total liabilities to total assets

Firms with a mean leverage ratio higher than the median
or equal to the median (>51.02%)
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calculated for each country-year. Variables were sorted following Granger-Wald causality test
criteria. Confidence intervals were generated by a Monte-Carlo simulation with 1,000 repetitions.
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LAGGED INDEX OF CORPORATE FINANCIAL CONDITIONS
AND GROSS FIXED CAPITAL GROWTH
Selected ICFC quantiles for the ten sample countries,
own calculations and WB-WDI
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IMPULSE-RESPONSES OF THE PANEL VECTOR AUTOREGRESSION
FOR FINANCIAL CONDITIONS INDEX AND MACROECONOMIC VARIABLES
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The Demand for Credit at the
Individual Level: The Credit
Registry (RCC) Meets the National
Household Survey (ENAHO)

Nikita Céspedes Reynaga

Abstract

This article examines the demand for credit at the individual level in
Peru. Ituses aunique databaseresulting from merging the Credit Regis-
try (rcc) and the National Household Survey (ENAHO). The data allows
Jorideally identifying the amount of credit and the interest rate as well
as the characteristics of each credit granted in the Peruvian banking
system. It also includes indicators of the supply of each credit, which is
key for the identification of demand. The elasticity of the demand for
creditrelativeto the interest rateis estimated using a two-step procedure
proposed by Heckman (1979) and is approximately —0.29. This value
means that arisein the market interest rate by 1% implies a reduction
in the demand for credit by 0.29 %. This elasticity is slightly lower than
theone provided by international evidence and is highly heterogeneous
throughout credit types and features of individual debtors.
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1.INTRODUCTION

reditasafunding mechanism for firms and households
iscrucial toa country’s economic development. Study of
the fundamentalsinfluencing borrowing by households
and firms has received considerable attention from academ-
ics and economic policymakers during the years following
the international financial crisis that broke out in 2008. The
reason behind such increased interest has been the growing
participation of individualsin the credit market, allowing them
to receive the benefits of said market, and at the same time
exposing them to financial fluctuations. This is the case, for
instance, of the 2008 financial crisis, the effects of which have
spread beyond the businesssector, extending to the household
segment. ' This paper examinesthe characteristics of creditat
the individuallevel in Peru while also estimating the demand
for debt in this segment of economic agents. We believe the
study is justified by the growing participation of households
in Peru’s formal credit market. Moreover, the Peruvian econ-
omyand its credit market have institutional and idiosyncratic
characteristics, such as the dollarization ofloans, its inflation
targeting scheme and the economy’s high level of exposure to
external crises that make it different from others.
Withrespecttoaggregate trends, household creditatthein-
ternationallevel hasbeen growing during recent decades (IMF,
2012), and Peru has seen a similar behavior.? Hence, between

' There is a large body of international literature on this subject

suggesting business credit has positive effects on economic
growth through higher investment and the resulting increased
accumulation of physical capital. Meanwhile credit to house-
holds has a less clear impact on growth, functioning more as
a mechanism that can improve households’ wellbeing by the
intertemporal smoothing of consumption during any adverse
shocks they face (Hall, 1978).

Diverse factors have contributed to the expansion of credit,
among which stand out: low inflation and interest rates, higher
income and wages within a context of strong economic growth,

2
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2001 and 2016 consumer credit grew at an average annualrate
of 19%, increasing as a percentage of GDP from 4.2% in 2001
to 14.8% in 2016 (Figure 1). This significant growth in credit
hasbeen enough to change the composition of credit between
consumersand firms. Thus, in 2001 consumerloansaccounted
for 18% of total credit and in 2016 this figure had increased to
37%. In this regard, international evidence suggests that the
significant growth of consumer loans as a proportion of total
credit could representasource of vulnerability for thissegment
of the population during adverse events, both for the finan-
cial system and households themselves (BIS, 2006; IMF, 2016).
Thelatter pointisanotherreason tostudyand understand the
characteristics of the determinants of household debtin Peru.

Another useful aspect of this study is an estimation of the
elasticity of demand for credit, which under stable financial
conditions allows for measuring the necessary adjustments
in monetary policy rates aimed at correcting deviations in in-
flation with respect to price stability levels through the cred-
it transmission channel in line with Bernanke and Blinder
(1988). In general terms, this elasticity captures the trans-
mission to households of shifts in the financial system (credit
supply shocks) as a result, for instance, of changes in Reserva
Federal’s monetary policy and external financial crises prop-
agated through international credit restrictions. The latter
being the case of the 2008-2009 global financial crisis that
marked the beginning of higher financing costs for small
economies like Peru.

This paperrevealsnew evidence regarding the importance
of dollarizationin Peru’s debt market. It should be remembered
thatdollarization has been one of the (greatest) vulnerabilities
in the Peruvian economy since the beginning of the nineties.
Dollarization of credit reached historically high levels in De-
cember 1999 when loans in dollars represented 81.7% of total

opening of capital markets, larger capital flows and improved
credit offerings under an environment of positive macroeco-
nomic performance reflected inlow country-risk levels, etcetera.
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Figure 1
PERU: CREDIT EVOLUTION
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credit.? Towards the end 0f 2015, and aftera prolonged struggle
in economic policy and macroeconomic stability terms, dol-
larization has fallen to around 30% of total credit. Given that
dollarization isa phenomenon affecting only a small number
of countries, empirical studies on foreign currency borrowing
hasbeenlimited toafew particular cases *and nostudies have
been carried out for Peru.’

Literature examining credit dollarization at the individual
levelisverylimited internationally, and in the case of Peru, non-
existent. Forinstance, Beeretal. (2010) analyze the borrowing
behavior of Austrian households and estimate the influence
of household characteristics, which are divided into subjec-
tive factors (e.g. risk perception, financial literacy and level
of education) and objective factors (e.g., sociodemographic).

# Corresponds to the dollarization ratio (%) of deposits firms to

private banks (end of period).
* Internationally, there are several authors who study foreign cur-
rency borrowing at the aggregate level, while a smaller number
of papers characterize the demand for credit among firms. For
instance, Brown et al. (2011) and Cowan et al. (2005) include
enterprise level features in a theoretical model examining the
borrowing behavior of small firms. Those models emphasize the
role of institutional infrastructure and compliance, imperfect
bank information and the monetary composition of income.
Brownetal. (2011) consider various micro-level determinants of
borrowing among firms in Bulgaria (employing enterprise level
data for loans between 2003 and 2007). Their model includes
supply features (bank characteristics) and demand determinants
(firm characteristics) ofloans in foreign currency. Their findings
demonstrate that comparativelylarger and older firms, as well as
those with lower bailout costs in case of default, demand more
loansin foreign currency. Moreover, banks grant loans in foreign
currency mainly for fixed investments and long-term projects.
Data employed correspond to periods of high dollarization, even
at the household credit level, meaning estimates from the study
could be used to characterize the potential effects of external
shocks on households’ standards of living through the credit
channel in domestic as well as foreign currencies.

5
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Accordingtotheirresults, foreign currency borrowers tend to
be risk seeking, older, financially literate and more affluent.
Pellényiand Bilek (2009) present astudy of survey data on for-
eign currencyborrowingamonghouseholdsin Eastern Europe.
They analyzed survey data collected in 2008 for Hungarian
households and find that foreign currency borrowers tend
to be less risk-loving and better aware of exchange rate risks.®

This paperstudies the demand forloans amongindividuals
using data disaggregated to the level of each loan. This pro-
cedure represents an advance in the literature on the credit
market, especially in the case of Peru, for which no published
papers are to be found on the subject.’

The study employs aunique database resulting from amerg-
ing of the National Household Survey (ENAHO) and the Credit
Registry (RCC), which because it is an administrative registry
allows foridentifying without measurement errors the amount
and interestrate of eachindividual bankloan by type of cred-
it and currency, as well as the features of individual debtors.
This consideration makes it possible to characterize the het-
erogeneity of credit according to the observable characteris-
ticsofindividual debtors by currencytype, age, income levels,
region of residence, employment and informality, among oth-
ers. After characterizing credit, we estimate the demand for
credit at the individual level. This demand allows for identi-
fying the sensitivity of credit to changes in interest rates after

Thereisalsosomerecentliterature that examines credit demand
using data at the individual level, such as that of Fidrmuc et
al. (2013) which studies the determinants of foreign currency
borrowing in nine Eastern European countries and finds that a
lack of confidence in local currency stability among households
is an important consideration when taking out loans in foreign
currency.

Papers on household credit in Peru include those of Cdmara et
al. (2013) and Alfageme and Ramirez-Rondan (2016), who use
the ENAHO to perform a general study of the determinants of
participation in the mortgage market.
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controlling for the observable characteristics of demand and
institutional features of credit supply. The estimation meth-
od consists of a two-step process (Heckman, 1979). In the first
step, we estimate an equation for credit market participation
and in the second an equation for credit demand that relates
credit with interest rates and a group of relevant controls.

The results highlight a significant degree of heterogene-
ity of credit according to the observable features of individ-
uals. One level of heterogeneity that stands out concerns an
individual’s income. Those with access to formal credit have
high incomes. In line with the latter, creditin Limais concen-
trated among middle-aged and better educated individuals,
while informal workers are also seen to have access to formal
credit. As for the elasticity of demand for credit relative to the
interest rate, the estimation reveals that this is =0. 29, figure
heterogeneous according to several observable features of in-
dividuals such as the type of credit, the currency in which it
isgranted, geographic region and informality. Moreover, the
average elasticityfound islower than those estimated by the lit-
erature employing similar quality administrative data, which
is consistent with the existence of an inelastic and uncompet-
itive credit market.

Therest of the paperis organized as follows. Section 2 pres-
ents datasources and explains the methodology for construct-
ing the data. Section 3 discusses the heterogeneity of credit
according to different categories of individuals, and Section
4 presents the model that justifies the credit demand equa-
tion. Section b shows the econometric estimation and Section
6 summarizes the main findings.

2. DATA

Dataistaken from two sources. Firstly, there isadministrative
data for each loan granted to individuals by financial entities
registered in the Credit Registry (RCC). This information is
collected each month by the Superintendence of Bankingand
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Insurance and the number of registries represents the whole
population withloan obligations in the banking system. Infor-
mation from the RCC correspondsto the creditbalance of each
individual by the banking institution. It is worth pointing out
that this information discloses all loans held by an individu-
al, identifying credit type and currency. The number of loans
registered variesaccording to the month studied. Thus, in De-
cember 2014, for instance, 12.4 million loans were included,
corresponding to a total of 5.7 million individuals with loans
in the formal banking system.

The othersource ofinformation is the National Household
Survey (ENAHO) conducted everyyear by the National Institute
of Statistics and Information (INEI). This database collects
information on diverse aspects, such as an individual’s em-
ployment and personal data, that allow for identifying credit
demand characteristics. The two databases are merged using
the National Identity Document (DNI) and the names and sur-
names of each individual for data between 2008 and 2014 as
common links, obtaining atotal of 95037 individualsin both
databases. Considering that around 500 thousand individu-
alsareregistered in the ENAHO, the number with loansin the
final sample during those years represents everyone in Peru
that accessed formal credit in said period.

The credit sample in the final database is representative
at the national level. This assertion is substantiated by com-
paring credit indicators estimated in the final database with
those estimated in the RCC and the ENAHO. Hence, thereis a
similarity between the proportion of individuals reported in
the final database and the correspondingvalue reported by the
original data in the RCC (see Table 1). The RCC is used to esti-
mate the share of individualsin the banking system with cred-
it. As expected, the latter value is lower than the total share of
individuals with credit in the banking system as well as other
institutions (informal).
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CHARACTERISTICS OF CREDIT IN THE SAMPLE

Percentages
RCC ENAHO and RCC
Mortgage dollarization (no. of loans) 32.0 35.0
Mortgage dollarization (balances) 34.6 38.1
Consumer credit dollarization (no. of loans) 4.2 3.3
Consumer credit dollarization (balances) 7.7 5.9

Notes: the second column (RCC) corresponds to 2014.
Sources: ENAHO, RCC, 2008-2014.

Another usefulindicator for controlling the quality of data
employed is aggregate credit dollarization information. The
latter makes it possible to verify that household debt dollar-
ization trends reported by the BCR are similar to those report-
ed in the final database obtained by merging the ENAHO and
the RCC (Figure 2).

Estimating the demand for credit requires indicators re-
garding the interest rates on each loan. Although no direct
measure of interest ratesis available, in this paperwe estimate
the implicitinterest rate on each credit using the yields of the
loans, which in practice correspond to the monthly interest
charged (accrued) by financial institutions on the loans they
grant. The indicator for average interest rates calculated in
this wayis closely related to the interest rates published by the
sBS, thereby upholding the known stylized facts for said indi-
cator, such as, forinstance, mortgage rates are lower, consum-
erloans have lower rates and average interest rates during the
study period have followed a downward trend.
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DOLLARIZATION OF CREDIT FROM BCRP
AND RCC-ENAHO DATA

Percentages
80 —

20 —
0 | | | | | |
2008 2009 2010 2011 2012 2013 2014
—— Mortgage: RCC+ENAHO - =~ Mortgage: BCRP
Consumption: BCRP Consumption: RCC+tENAHO

Note: Percentage of credit balances in foreign currency to total of credit.
Sources: SBS, BCRP, ENAHO, and RCC, 2008-2014.

3. CHARACTERISTICS OF CREDIT
AT THE HOUSEHOLD LEVEL

3.1 Descriptive Statistics

Creditandinterest rates should be expressedinlogsinthe em-
pirical model. Thisis particularly useful here because in order
to guarantee the efficiency of model estimators. The firstand
second moments of the series employed must be well-defined.
A casualinspection of the series suggests that these have anor-
mallogdistribution. The reasonisthat thereisaconsiderable
number of individuals with micro loans and a very small pro-
portionwithverylarge ones. Estimates forinterest rates behave
similarly, the use of logs, therefore, normalizes the seriesand
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guarantees stability in the variance of the estimators.® With
this taken into consideration, the descriptive statistics corre-
spond to the log series.

Credit heterogeneity is noteworthy at the level of'its princi-
ple moments, meaning the estimation should controlfor those
average effects. Average mortgage creditis larger than credit
tosmallfirmsand consumer credit. Moreover, there are differ-
encesintermsofloans denominated in domestic currencyand
those in foreign currency. The datain Table 2 also reveal that
there is heterogeneity with respect to the observable charac-
teristics of individualssuch asage, income, and region of resi-
dence,amongothers. This heterogeneityfound regardingloan
size is also seenin terms of estimated implicit interest rates as
shown in Table 3. These two stylized facts suggest that the re-
gression estimated to measure the elasticity of the demand for
credit should be controlled for the heterogeneity of demand.

3.2 Correlation between Interest Rates and Credit

Aggregate data suggest the likelihood of a negative correla-
tion between credit and interest rates as illustrated in Figure
3 for data between 1992 and 2016. Nevertheless, this aggre-
gate correlation might not be correctin all the study periods.
The correlation is positive, for instance, in the years between
2004 and 2008. Estimation of aggregate demand for credit
should also be corrected for the influence of macroeconomic
type variables. Furthermore, although it is not documented,
estimation of the demand for credit might be susceptible to ag-
gregation biases. With these considerations in mind, we take
into account that estimation of the demand for credit among
agents can properlyidentify the elasticity we aim to calculate.

8 A comparison of the distribution of credit in levels as well as

logs reveals that the log series has an approximately normal
distribution as illustrated in Figures A.1 to A.4 in the Annex.
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CREDIT AND INTEREST RATE AT AGGREGATED LEVEL
A. CREDIT AND INTEREST RATE IN NATIONAL CURRENCY
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Lending interest rates of banking institutions in national currency
Banking system credit to private sector (end of period)—credit in national
currency (millions of soles)
B. CREDIT AND INTEREST RATE IN FOREIGN CURRENCY
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Average borrowing interest rates of banking entities in foreign currency

Banking system credit to private sector (end of period) —credit in foreign
currency (millions of dollars)

Note: Identify the credit demand requires credit supply indicators. This identification
is not possible at macro level.

Source: Banco Central de Reserva del Pert.
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The correlation between credit and interest rates is diffi-
culttoidentifyusingascatter plot between creditand interest
rates as seen in Figure 4. The latter shows the correlations for
allloans considered (consumer, small business, mortgage), dif-
ferentiating between the loan denomination currency. These
five figures, together with the descriptive statistics presented,
help to suggest that an estimation of the demand for credit
requires the inclusion of additional controls on the supply as
well asthe demand side.

4. THE DEMAND FOR CREDIT MODEL

Creditdemand compares the size of the loan with the interest
rate throughareduced form that canbe deduced from ahouse-
hold optimization equation. This equationis the simplest case
where households decide the amount of credit based on their
fundamentalswithrespecttosources of income and different
preferencesrepresented by an aversion indicator, theirlevel of
impatience, and the interest rate they face. Formally, we follow
the representation of the consumption-savingsintertemporal
choice model of Hall (1978), whose household optimization
equation is as follows:

max 3 B7U(c,),
S5 0(e)

subject to:

E ¢t b =y,+(1+7)b; Vi=12, .
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CORRELATION BETWEEN CREDIT AND INTEREST RATE

MICROENTERPRISE CONSUMPTION
15 15 o

5 - 5
-5 I I I I 1 O I I I |
15 <10 -5 0 5 10 -0 -5 0 5 10
MORTGAGE OTHERS
15 —
5 - 5
5= I I 5 I | |
-5 0 5 -10 -5 0 5

TOTAL
15 —
Il Credit in national currency
5 — I Credit in foreign currency
5 T T | T 1

-15 -10 -5 0 5 10

Note: Credit is on the y-axis, and the interest rate is on the x-axis. Variables are in logs.
Sources: RCC and ENAHO, 2008-2014.
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t+1

4] lim, ,, b, —0,

1+7r

t

where ¢, is consumption and b, a household’s bond holdings
in period ¢, with 5, <0 representing the size of a household’s
credit. The preferences of each household at every moment,
which for simplicity sake we assume has only one member, are

I
described by the following utility function u, = 1‘—6. We in-
clude the usualassumptions u,(-) >0, i.e., consumption gener-
ates positive utilityin the individuals. The budget constraints
families face in each period capture the equivalence between
resource fundsand uses, ¢,+ b, =y, + (1 +7, )bt_l. Household in-
comeis y,, 7, theinterestrate, B the subjective discount fac-
tor,and o theriskaversion parameter. Thelast two equations
(3 and 4) represent the positive consumption constraint and
the trasversality condition, respectively.

The solution to this problem is a set of optimum values for
consumption and the amount of credit for every value of =1,
2, ..., which take the following values after considering a con-
stantinterestrate over time and an initialamount of debt (bo ) :

Zf}[ ; } b

147

Zjl{l} ﬁ;(lw)é—zﬂ

147

B ctz{ﬁ(l+r)}é

1 ,
ﬂ bt=(1+r)lb0+2(1+r)17]{yj—cj}.
=

In the equation above, credit corresponds to a representa-
tiveindividualand is defined by the measure of household risk
aversion, level of impatience, interest rate and income. Never-
theless, the empirical section uses a reduced form for credit
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demand with different degrees of heterogeneity, which can be
better justified if the heterogeneity of credit is explicit in the
derivation of credit demand. To generate credit heterogeneity
in the aforementioned equation it is only necessary to include
the existence of differentindividuals with varying income levels.
Thisidea canalso be strengthened byincluding heterogeneity
in the values for risk aversion and level of impatience, parame-
ters that are considered heterogeneous by alarge body of liter-
ature. Anotheritem that can be used to generate heterogeneity
istheinterestrate.” The data employed suggest that individuals
accessthe credit market at heterogenousrates that change over
time, which captures risk profiles at the individual level from
the perspective of credit granting institutions. The economet-
ric estimation considers these different levels of heterogeneity
byincluding observable features for individuals, their income
and interest rates.

4.1 Reduced Form of the Demand for Credit

The previous expression represents the solution for each house-
hold underideal credit conditions. Itis easy to deduce from this
sequence that credit depends negatively on interest rates forall
individuals whose current income levels are below their corre-
sponding consumption (yj > cj). It can also be seen that said
dependence is non-linear. Another characteristic that can be
inferred from the equationis that other determinants of credit
are present, such as risk aversion and level of impatience. We,
therefore, summarize the equation into a reduced form that
linearly relates the log of credit and the interest rate.
Empirical estimation of this reduced form requires prior
consideration of some specific features of Peru’s credit market.
Onesuch considerationis participationin the credit market. In

® Among the first papers to estimate preference heterogeneity and

risk aversion in particular are: Barsky et al. (1997), Kimball et al.
(2008) and Kimball et al. (2009).
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practical terms the sample of individuals who access the cred-
it market might be different from those who do not. If this is
the case, the estimated parameters of the demand for credit
equation might contain so-called sample selection bias. This
problem is solved by including a Heckman correction, which
basically suggests that the demand for credit should be esti-
mated using a two-step approach. The first step consists of es-
timating the credit market participation equation using the
whole sample, while the second corresponds to estimating
the intensive demand for credit considering only the sample
of individuals with credit.

Credit Market Participation

Participation in the credit market is only observed for those
who manage to obtain a loan, and this only takes place after
a credit assessment process that is not observed in the data.
The data only shows individuals who participate in the credit
market, which is denoted by [, =1. This eventis related to a
continuous and latent Varlable I’ that is determined by a set
of variables, grouped in x, that identify participation in the
credit market through the equation

.
I, =5xl.ﬂ +E;

We cansee thatthe dataregisters credit market participation
( o= 1) onlyifthe latent variable is positive (IW > O) where ¢
denotes each individual and ¢ the period. With this in mind,
and assuming a normal distribution of random component

&;,» the probability of participation in the credit market is ex-
pressed as follows:

Pr(I,=1)= Prob(8x,, +¢,, > 0) = ®(5x;,),

where as usual @ represents the normal distribution charac-
terizing the probit model.
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Intensive Demand for Credit

Inthesecond stage, we define the amount of credit (), that de-
pends on aset of variables divided into demand-side and sup-
ply-side. The equation to be estimated is as follows:

n
B by =+ B, Ry + Bxy, +0z, +0T, +yA, +v

iito

where b, is the demand for credit in period ¢ for household ¢
inbank j, and R, is the interest rate. x;; are the controls rep-
resenting different levels of heterogeneityamongindividuals
and z;, are the controls per bank (j), and 7, captures aggre-
gate variables that are known to affect the credit market. v is
the error term that captures the determinants of credit that
arenot considered. The aforementioned specificationincludes
theinverse Millsratio 4, to correct the sample selection prob-
lem and also connectintensive demand with the estimation of
extensive demand from the first stage.

The types of heterogeneity considered include observable
features of individuals in terms of the level of education, age,
and geographical region. We also include other less structur-
al indicators for individuals captured in the type of employ-
ment (formal and informal) and by the shocks they experience,
among which stand out employment, demographics, etc. Al-
though there is only a small amount of literature on the sub-
ject, we believe the levels of heterogeneity employed capture
probable differencesin preferences (risk aversion, impatience,
etc.) among households with respect to borrowing. This differ-
entiation can be made accordingto the type of credit (consum-
er, mortgage) or the currencyin which aloanis taken out, i.e.
domestic or foreign. The latter separation allows for studying
differences in the determinants of credit by type of currency.

One important aspect of the estimation is identifying the
demand for debt achieved by including credit supply related
variables measured for each credit granting institution in the
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estimation. The estimation containsidentifiers of formal finan-
cial institutions using binary variables."

Itisalsoimportant to mention that, in the case of Peru, cred-
it supply characteristics should include the potential role of ex-
change rate variations and their influence on the interest rates
at which financial institutions offer loans. By including a bina-
ry variable at the level of the main banks and their interaction
with time and loan currency, we are implicitly controlling for the
expected devaluation such institutions incorporate into their
loans. Besides expected changes in the exchange rate, this in-
teraction effectalso captures the institutional characteristics of
Peru’sbanking system. Amongthe latter stand out, for instance,
the highinterestrates charged by small financial entities, while
largerinstitutionsreportlowerrates as mentioned in Céspedes
and Orrego (2014).

5. RESULTS OF THE ESTIMATIONS

5.1 Credit Market Participation

Participationin the credit marketisrepresented usingadiscrete
choice probitmodel where the explanatoryvariable takesavalue
ofoneifanindividualhasaloanand zeroifnot. Amongthevari-
ables that determine access to credit, we have aset of indicators
commonlyused in the literature to capture different aspects of
participation. Hence, we consider the following.

* Property rentals: Individuals with property rentals have a
regular flow of income they can use to ensure loan repay-
ments. This variable identifies credit market participation
in the data as illustrated in Panel A of Figure 5. The latter
figure shows that access to credit for individuals with prop-
ertyrentalsis clearly higher than that ofindividuals without
such income, a fact sustained on average for all age groups
considered.

0 Tt includes 26 artificial variables. The first 25 correspond to the
largestfinancial institutions, while the remaining financial entities
(small ones) are grouped into variable 26.
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* Remittances: External remittancesreceived by workers con-
stitute asource ofincome that could be used asamechanism
for hedging loans, particularly those in foreign currency.
This variable has been widely used in the literature on for-
eign currencyborrowing, forinstance: Fidrmucetal. (2013)
showtheimportance of external remittancesin the demand
forloansin Eastern European countries.

* Ageandage-squared: Theuse ofanindividual’sage asavari-
able toidentifytheir participationinthe credit market obeys
theshape ofinverted U of the age of participation in the cred-
itmarket. Along the samelines, age-squared captures lower
creditmarket participation amongyoung and old-aged peo-
ple, while the middle-aged participate more in said market.

* Shocksfaced by households: Thisvariable captures one char-
acteristic of the credit theory as an insurance mechanism
for responding to the shocks a household faces. According
to thisargument, households smooth consumption by using
the credit market to face adverse events at the expense of fu-
tureincome. A set of shocksfaced by households are consid-
eredsuchas, forinstance: demographic shocks, employment
shocks, natural disasters, etc. The reported index takesinto
account that an individual has been exposed to one of the
shocks during the last 12 months.

* Informality: We consider that formal employment among
workers identifies credit market participation basically us-
ing the characteristics of the credit database, which is limit-
ed to formal bank credit. In our data, formal workers access
the credit market, while those in informal employment ex-
hibit a much smaller access as shown in Panel D of Figure 5.

The participation equation estimated includes an additional
set of controls such as gender, marital status, and region of resi-
dence. The estimation results provide a good fitin econometric
termsasdisplayed in Table 3. Note that the variablesidentifying
the selection are significant and also have signs consistent with
thatshownin Figure 3. These results are comparable to the esti-
mates of Alfageme and Ramirez-Rondan (2016), and Camaraet
al. (2013), although the size of the differences could be related to
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PERSONS WHO HAVE A CREDIT
Percentage of the total population

0.5 — PROPERTY RENT 0.5 — REMITTANCES

0.4
0.3
0.2
0.1+
0.0 | | | - 00 | | | |
<25 [2535> [3545> [45 55555 or more <25 [2535> [3545> [45 55555 or more
Age Age
------ Without property rent ++++o+ Without remittances
—— With property rent —— With remittances
Average Average
0.5 — SHOCKS 0.5 — INFORMALITY
0.4
0.3
0.2 —
0.1 - o2
0.0 | | | - 00 | | | |
<25 [2535> [3545> [4555> 55 <25 [2535> [3545> [4555> 55
Age or more Age or more
None
------ Without negative shocks »r+++ Informal
Average Formal
-=-=-=- Income decrease Average
Lost of goods or net worth
Both

Note: Participation in the credit market (percentage of persons with credit
in each category).
Source: ENAHO and RCC, 2008-2014.
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theinclusion ofaset of variablesidentifying credit market par-
ticipation, such asage, remittances, shocksand propertyrentals.

5.2 The Demand for Credit

The estimated elasticity of the demand for creditin Peruis—0.29.
This figure is obtained after controlling for credit supply vari-
ablesand Peruvianinstitutional characteristics as presented in
Table 4. The latter table also presents estimated elasticities of
the demand for credit using different specifications and esti-
mation methods. This procedure highlights that the ordinary
least squares estimator is not much different from the value
estimated using Heckman’s two-step method. The result that
stands out is the fact that the elasticity of demand for credit is
small, making it possible to conclude there islow credit market
sensitivityamongindividuals during shocks channeled through
interest rates. One of these events that occur relatively often
are changes in Peruvian or Us monetary policy. According to
theresults of this study, such changes would have had amodest
impact on the demand for credit among individuals. Interna-
tional evidence on the value of this elasticity is mixed. On the
one hand, Gross and Souleles (2002) use credit card recordsin
the UsA to find an elasticity of demand for credit of -1.3, which
indicatesasubstantial reactionin creditdemand (cards) to the
interest rate. Meanwhile, another commonlyreferred to paper
isthat of Alessie etal. (2005), who use administrative datafrom
aleading institution in Italy to find an elasticity of credit (in-
stalment, revolving, personal loan)relative to the interest rate
of -1.2 between 1995 and 1999. Nevertheless, this stance does
not command full consensus because there is also literature
suggesting a low elasticity of demand for credit. For instance,
Ausubel (1991) includes one of the stylized facts most used for
credit demand. This author employs administrative records
and reveals that the demand for credit in the USA is rigid with
respect to the interest rate and suggests that credit card hold-
ersrarelyreact to interest rate changes.
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CREDIT MARKET PARTICIPATION EQUATION

Heckman selection equation

Coefficients z test

Remittance (=0) ~0.0689" (-2.68)
Property rentals 0.218° (23.58)
Age 0.0842° (101.10)
Age x age -0.000870° (-100.48)
Informal (=1) -0.673° (-138.24)
Married -0.0320° (-5.29)
Widowed -0.171° (-13.47)
Divorced 0.0150 (0.51)
Separated -0.0378° (-4.25)
Single -0.178° (-24.01)
Effect of shocks

Reduced income -0.0801° (-13.09)
Loss of assets /wealth -0.0374" (—2.88)
Both -0.0437° (-3.59)
None 0.0127 (0.70)
Central Coast -0.192° (-20.58)
South Coast 0.0212" (2.05)
North Mountain Range -0.376° (-31.63)
Central Mountain Range -0.390° (-47.53)
South Mountain Range -0.0990° (-12.14)
Jungle -0.210° (-27.77)
Lima metropolitan area -0.249° (=30.50)
Constant -2.102° (-101.87)
Mills (lambda) -0.135° (-5.97)
Rho -0.10507

Sigma 1.2845615

Notes: corresponds to probit model estimates described in Equation 7. z
statistic in parenthesis. * p <0.05,* p<0.01 and © p<0.01.
Source: ENAHO and RCC, 2008-2014.
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The low elasticity of demand for credit could also be related
to Peru’s banking structure, which is characterized by being
concentrated inasmallnumber of financial entities (Céspedes
and Orrego, 2014; and Jopen, 2013). In thisregard, some liter-
ature suggests that the elasticity of demand for credit with re-
specttotheinterestrate should be highinacompetitive market.

CREDIT DEMAND ESTIMATES

Dependent variable: log(credit)

Mco (1)

McCo (2)  Heckman (3) Heckman (4)

-0.362
(0.0066)

Interest rate (log)
Demand characteristics
Gender

Age

Age?

Education

Parentage

Marital status

Economic sector
Geographic region
Supply characteristics
Type of credit

Type of currency

Type of bank

Year

Type of bankxyearxcurrency
Mills (lambda)

R?

Number of observations
Prob > F

0.05
84,394
0.0

2
Prob > X

Note: standard error in parenthesis.
Source: ENAHO and RCC, 2008-2014.

-0.295
(0.0057)

-0.307 -0.294°
(0.0034)  (0.0035)

AN N N N N N N
A S N N N N N N
A S N N N N N N

A R S

0.66
78,889
0.0

543,358

0.0
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The elasticity of demand for credit could be an indicator of
competition in Peru’s market. The reasoning behind this lies
in the capacity banks have to pass the shocks they face on to
households by changing interest rates, and this capability de-
pends on the elasticity of the interest rate. Under such inter-
pretation, financial institutions maintain high rates because
lowering them does not significantlyincrease the demand for
credit.

The recent strong economic growth experienced by Peru
could be important in explaining the low elasticity of credit
with respect to the interest rate. The significant expansion of
household credit seen between 2001 and 2014 mostly reflects
the aggressive placement policies of financial institutions in
an environment of higher employmentand wages. The growth
of placements basically takes place on the extension side, i.e.,
the number of newloans granted rather than average loansize.
Such factsare consistent with the greater financial inclusion ex-
perienced by the economyin thoseyears, withalargeramount
of institutions offering credit such as rural savings banks and
cooperatives, among others, that enabled previously unattend-
edsectorsto participate. These new loans are potentially risk-
ier and reflect the participation of high-risk individuals with
credit profiles thataccept the highinterest rates offered by the
banks. In this context, banks have few incentives to lower (the
high) interest rates on their products because this would not
substantially increase the demand for credit given the corre-
sponding low elasticity.

Another factor considered as possibly explaining the low
elasticity is the greater financial inclusion being seen in the
Peruvian economy (arriving at economic sectors that did not
previously have access to credit). This phenomenon has been
observed, forinstance, in the marginalized areas of Lima, and
generally in different regions of Peru where there were prac-
tically no banks in previous decades. However, the scenario
has changed considerably and nowadays the network of agen-
ciesand agents offeringloans (rural savings banks, municipal
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savings banks, savings, and credit cooperatives, major bank
branches, etc.) has widened along with access to credit (new
loans), which has followed a similar path.

5.3 Heterogeneity of the Demand for Credit

The demand for credit is heterogeneous and depends on the
credit market supply and demand side characteristics. More-
over, theliterature hasfound that heterogeneityisalso present
in the elasticity of demand for credit with respect to the interest
rate. In this section, we consider several levels of heterogene-
ity basically related to the institutional order of Peru’s econo-
my that could sustain the heterogeneity of the transmission of
interest rate shocks to household credit. This heterogeneity
takes place according to the type of currency in which loans
are granted, according to the region where they are granted
and type of loan. We also consider the possibility that the elas-
ticity of demand for credit changes over time.

Formally, Equation 8 is modified by including the effects
of interaction between the interest rate and a set of artificial
variables (D;.t ) that take avalue of one at each level of hetero-
geneity considered, the resulting equation iswritten as follows:

Q
n I2aY]
9] b, =+ D BD;, xR, + P, + 0z, +6T, +7yA, +v,,
=1
where Qlevels of heterogeneity are considered. In this specifi-

cation, indexes associated with interaction (ﬂf) are the elas-
ticities for each level of heterogeneity.

5.3.1 Heterogeneity by Type of Loan

The demand for creditis particularlyheterogeneousaccording
to the type of credit. The data allow for disaggregating up to
three types of credit: consumer loans, mortgages, and credit
tosmalland micro enterprises. The estimates suggest that the
elasticity of the demand for credit differsaccordingto the type
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of credit; consumerloans being the most elastic with an elastic-
ity of close to —0.40, while mortgage loans are the least elastic.

5.3.2 Dollarization and Credit Demand

The type of currency can play an important role in the trans-
mission of interest rate changes to credit. In this respect, dol-
larization of household creditin Peru’s economyisaround 30%
and very heterogenous according to different observable cat-
egoriesamongindividualssuch asincome, age, and region of
residence, among others, as documented in Céspedes (2017).
The estimationsin thissection suggest that the elasticity of de-
mand for creditis heterogeneousaccording toloan currency,
those denominated in foreign currency being more elastic,
while thosein domestic currencyarelessso (Figure 6, Panel B).

The highersensitivity of foreign currency borrowing could
respond to a greater exposure of personal loans to interest
rate movements. For instance, changes in international rates
originating from, among otherreasons, adverse global events
could have a larger pass-through to households’ foreign cur-
rency denominated credit, while such effects would be small-
erinthe case of loansin domestic currency.

However, the estimation methodologythat hasbeenimple-
mented in this study might overestimate the sensitivity of in-
terest rates to credit. This could be the case, for instance, of
the exchangerateand theregistration method used in the RCC
bythe SBS. In thisregard, the RCC expresses loans in domestic
currency using, in the case of loans in foreign currency, the
official exchange rate at any given day (end-of-month for ac-
counting purposes) forallloansand all financial institutions.
Nevertheless, each financial entity uses a specific exchange
rate that captures the expected exchange rate devaluationand
isincluded in the interest rate they charge on loans, especial-
ly for individuals whose income is in domestic currency and
haveloansin foreign currency. The suggested overestimation
would take place because the interest rate series employed has
alowervariance by considering an average exchange rate and
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ESTIMATED ELASTICITY OF CREDIT DEMAND
BY DIFFERENT CATEGORIES

A. TYPE OF CREDIT B. TYPE OF CURRENCY
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Source: ENAHO and RCC, 2008-2014.
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aspecific date, while interest rate variance would be larger if,
ideally, it was possible to include the exchange rate used by
eachinstitution on the dateloansare paid. Given that thisvol-
atility is not controlled in the regressions this would result in
alarger elasticity of loans in foreign currency.

5.3.3 Changes in the Demand for Credit

By estimating the elasticity of demand for credit over time we
find that this parameter increased in absolute value between
2008 and 2012 and exhibited a downward trend in 2013 and
2014 (Figure 6, Panel C). Thisresult could be evidence that the
pass-through ofinterestrate changesto credithasbeenrelated
to the credit cycle, recalling that credit expanded at the high-
estrates between 2008 and 2012, and has slowed since 2012.

5.3.4 Credit Demand and Income

Participation in the credit market depends on the position in
the income distribution. In this section, we have also found
that the elasticity of the interest rate is lower in high income
and better educated households, as well as among those with
formal employment. These elasticities are statistically signifi-
cantasillustrated in panels D, E, and F of Figure 6.

5.4 New and Old Loans

The demand for credit estimated in the previous section en-
compasses all loans registered in the RCC, while loan size cor-
responds to their balances. From the viewpoint of monetary
policy, the loans that capture the transmission of changes in
monetary policy would be new ones. We identify new loans us-
ing the credit panelin consecutive periods. To be specific, we
distinguish the newloansin each month, identifying individ-
uals with credit who did not have loans or were not registered
in the RCC during the immediately preceding month. Note
that individuals identified as having new loans might have
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had some type of creditin the past. We find that the newloans
identified maintain anegative correlation with the correspond-
inginterestrates, similar to that shown in Figure 4. Moreover,
the new loans sample is small compared to the total sample,
and said sample becomes even smallerifthe different types of
loan and individuals’ characteristics are included, meaning
the elasticity of demand for credit estimated for the previous-
ly mentioned categories (loan type, an individual’s age, etc.)
would only have high standard errors and be inaccurate with
new loans. Inlight of the aforementioned considerations, the
elasticity of credit is estimated with new loans and compared
with the elasticities estimated using the full sample.

CREDIT AND INTEREST RATE OF NEW AND OLD CREDITS

15 —

&

3

o

S 5+

- | | | |
-10 -5 0 5 10
Interest rate (log)

Bl All credits B New credits

Note: Credit is on the y-axis and the interest rate on the x-axis. Variables are expressed
in logs.
Source: ENAHO and RCC, 2008-2014.
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Credit demand for new loans is estimated using the same
procedure described in the previous section, i.e., employing
abinaryvariable that identifies new and old loans. As aresult
ofthis procedure, we find that the elasticity of demand for new
loans is lower in absolute value (-0.17) than the elasticity re-
ported foroldloans (=0.30). This gap between the elasticity of
new and old loansis similar using different methods (ordinary
leassquares, Heckman). Furthermore, the elasticityincreases
when medium length loans and the oldest ones are included.
The rationale of these outcomes lies in the particular charac-
teristics of Peru’s credit market, where interest rates on loans
change over time even after being stipulated ina contract. Fur-
thermore, there is a secondary market for purchasing debt,
and each repo transaction qualifies as anewloan, although it
would be difficult to identify them from RCC data. In sum, an
important percentage ofloansdeemed tobeold areinfact new
onesand, therefore, the elasticity of demand for such loansin
the secondary market should be higher.

6. CONCLUSIONS

Demand for creditat the individuallevelisan equation seldom
estimated foran economy. The reason for thisis thatitis neces-
saryto know creditand interestratesalongwith creditdemand
and supply features, but databases with this type of indicators
arescarce attheinternationallevel. In this paper, we construct
anew database that allows for observing the aforementioned
variables by merging the National Household Surveywith the
Credit Registry for the period 2008-2014. The resulting data-
base enabled us to examine 73,000 individual debtors.
Households’ demand for credit is estimated using a two-
step procedure proposed by Heckman (1979). The first step
estimates extensive credit demand and the second intensive
credit demand. The results highlight that participation in
the credit market is determined by the number of property
rentals households have, the remittances theyreceive, the size
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oftheshockstheyface, and theirinformalitystatus. The latter
characteristicis particularlyimportant becauseitreveals asig-
nificant participation of informal individuals in formal bank
credit. On this point, it is interesting to delve deeper into the
reasons why informal workers participate in the formal cred-
it market.

With respect to intensive demand for credit, it stands out
that there is an elasticity of demand of approximately —0.29,
figure slightly lower than that reported by the small number
of international studies related to this paper.

The elasticity of demand for credit is found to be heteroge-
neous in the estimation after controlling for the heterogene-
ity of credit demanders (individuals) and the heterogeneity of
credit suppliers (banks). This evidence suggests that fixed ef-
fectsat the individual and bank level not only impact average
credit butalso the elasticity of demand for credit. This hetero-
geneity is found according to loan type, currency denomina-
tion (domestic or foreign), individuals’ income and level of
education, among others.

Finally, itisimportant to highlight that the findings provide
afirstlook atthe heterogeneity of the demand for creditat the
individual level in Peru. In general, the results of the study
could be useful for assessing the transmission of the effects of
thevariables determininginterest rates onindividuals’ credit
and through the same channel on their consumption and stan-
dard of living. In particular, and considering the high and
persistent dollarization in Peru’s economy, the data shown in
this article should be taken into account as arguments for ex-
plaining the pass-through of exchange rate shocks to credit at
the individual level.
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ANNEX

Figure A.1
FREQUENCIES OF REAL CREDIT BY TYPE OF CREDIT
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Source: ENAHO and RCC, 2008-2014.
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Figure A.2
FREQUENCY OF INTEREST RATE BY TYPE OF CREDIT
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Figure A.3
FREQUENCIES OF REAL CREDIT BY CURRENCY
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Figure A.4
FREQUENCY OF INTEREST RATE BY CURRENCY
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Abstract

The relations among growth rates in GDP and four aggregate demand
components associated with inventory management are approximated
by a neural VAR model with t-Student disturbances and an ARCH covari-
ancematrix. Theestimation sample corresponds to Peru’s market-based
growth experience (1993Q1-2010Q1). The main finding is that a posi-
tive shock to private demand growth will contemporaneously generate
a more than proportional increase in production growth. This amplifi-
er impact effect is consistent with the cycle of inventories and the aver-
ageincidence of the inventory investment growth inside the production
growth during the last four recessions.
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1.INTRODUCTION

ince the 1940s the inventory cycles of Metzler (1941) have
been recognized as a predominant characteristic of eco-
nomic cycles (Blinder and Maccini, 1991). Their impor-
tance has been confirmed as lengthier expansions observed
recentlyin the world economy came to an end with the United
States (US) financial crisis (2007-2008) and the temporary col-
lapse of international trade (see Alessandriaetal., 2010), which
alsoimpacted the demand associated to commodity exports.

The sustained expansions seen since the start of the 1990s,
particularlyin the developed world, fostered growth in emerg-
ing economies due to greater commercial and financial open-
ness. In general terms, this expansion was characterized by 1)
a decreasing and eventually low world inflation, an environ-
ment that had not been observed since the 1960s; and 2)a re-
duction in the GDP growth volatility.

The literature on inventories have justifiably become rel-
evant because they provide an explanation for the observed
phenomenon of sustained and stable expansions, also known
as the Great Moderation. According to this explanatory history,
the continuous development of information technologies,
communications, and sales forecasting techniques have fos-
tered improvements in inventory management accompanied
by a consequent reduction in the volatility of inventory varia-
tion (in other words, inventory investment or flow of invento-
ry balances), which explains the reduction in the volatility of
United States GDP and its corresponding growth rates (see, for
instance, Kahn etal., 2002).

The prolonged economic expansion in US that started in
1991 was followed by avery shortrecession during the first few
months of 2001, in which massive inventoryliquidation was in
contrast to the smooth movements observed previously, even
before the prolonged expansion. For Kahn and McConnell
(2002), this massive liquidation did not show that improve-
ments in inventory management had been tenuous, but that
firms had predicted falling sales long before they appeared,
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wich allow them to drastically reduce their inventories and
thereby avoid excessive accumulation. Predicting the fall in
salesallowed them toreduce their productioninadvance and
thenrationinventoriesaccording todemand, maintainingin-
ventory-to-sales-ratios close to desired values.'

To characterize the stabilization observed in the US dura-
ble goods sector, Kahn (2008) points to two key facts: 1)a sig-
nificant reduction in the volatility of output growth and 2)a
more modest reduction in the volatility of sales growth. To
characterize the stabilization of aggregate output in Austra-
lia, Simon (2001) also highlights two key facts: 1) changes in
the inventories cycle, and 2) declines in underlying output vol-
atility. By dismissing an increase in structural stability (the
previously mentioned explanatory history), Simon (2001) ex-
plains the second key fact through a decline in the volatility
of productivity shocks (supply shocks) that hit the economy, but
leaves the source of such shocks as an open question.? In any
case, the sectoral decomposition (by productive sectors) pro-
vides an explanation for the Great Moderation, which is com-
plementary to that based on a decomposition of GDP growth
by type of expenditure,® and both lines of work emphasize the
unconditional variance of GDP.

The objectives of predicting sales and remaining close to the
desired ratio imply that movements in inventories amplify busi-
ness cycle fluctuations. Despite this, the average contribution
of inventories to the volatility of GDP growth in the USA (its
average incidence) is smaller. The model in the following section
encompasses those contributions.

Later in this paper it will be seen that Simon’s underlying out-
put (2001) is actually an aggregate demand excluding inventories,
meaning it is inappropriate to decompose it with an output
function in order to estimate productivity shocks.
EggersandIoannides (2006) pointtoadeclinein the importance
within GDP of relatively more volatile sectors (agriculture and
manufacturing) in favor of other less volatile ones (financial
and services) as the explanation for the Great Moderation. Davis
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The recent financial crisis in USA (2007-2008) affected de-
mand associated with exports as part of the inventory cycle in
the economic cycle, generating an unparalleled collapse and
recovery of international trade. The literature has highlight-
ed the role of private domestic demand and the inventories
mechanism (Alessandriaetal., 2010), aswell as the private do-
mestic demand of a country’s main trading partner (Eaton et
al., 2011), the latter being the most important determinant of
external demand for exports.

In this context, although towards the start of 2010 it was too
earlyto outlineageneral description of the turning point stem-
ming from the US crisis in 2007-2008, the experience of Peru
up until then might be illustrative of the inventory cycle in an
emerging economy, despite having only a few business cycles,
i.e.,recorded under market conditions (Barrera, 2009). More-
over, economicrelations between inventory growth during GDP
growthshocksand three aggregate demand components (pub-
lic domestic demand, private domestic demand and external
demand forexports) stand outasbeingtheleast studied in Peru.

Table 1 quantifies the importance of inventory change as a
percentage of GDP variation in the four recessions observed
in Peru prior to that generated as a consequence of the US cri-
sisin 2007-2008.*

Theaverage of these coefficientsis 230.4%, with avariation
range of [100.9,466.6]. Asareference, the average for the USA
is 87%, with a variation range of [2, 232] according to the cal-
culations made by Blinder and Maccini (1991) with the eight
recessions recorded during 1948-1982. Firstly, this confirms
thatshiftsin inventoryinvestment have contributed by ampli-
fying the recessive phases of the Peruvian economy since the
start of the 1990s, especially the most recent one. Secondly,

and Kahn (2008) seek amore complete explanatory theory, with
several interacting factors.

The units employed are peak to trough changesin the four-quarter
average percentagevariations (percentage variations in four-quarter
moving averages expressed in millions of 1994 nuevos soles).
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AVERAGE INCIDENCE OF INVENTORY CHANGES
Inventory investment and recessions since 1990

Change in four-quarter
average percentage variations

(peak-trough) Inventory

Inventory investment

Reference variable: nonprimary investment to real GDP
GDP (peak-trough dates) Real GppP (1) (2) (2/1)

Sample: 1992M12-2007M12*

(1) 1995M7-1996M 10 -2.4 -2.4 100.9
(2) 1997M12-1999M8 -1.7 -3.5 212.1
(3) 2000M8-2001M8 -1.8 -2.6 141.9
(4) 2003M3-2004M6 -0.7 -3.3 466.6
Average (1-4) -1.6 -2.9 230.4
Memo: 20080Q2-2009Q2 -3.3 -12.2 373.9

* Four-quarter average percentage variations were the units employed to identify
business cycles in Peru’s economy using the Bry-Boschan approach (see Barrera,
2009).

Source: Author’s calculations using data at levels from the Banco Central

de Reserva del Peru.

and in contrast to the Great Moderation observed in US busi-
ness cycles, Peru has seen a phenomenon of demoderation, at
least since the third recession recorded.®

This paper aims to explain why the demoderation phenome-
non takes place in Peru. To that end we quantitatively approxi-
mate the dynamicrelations (potentiallyasymmetric) between
inventory growth, GDP growth and three aggregate demand
components (domestic public demand, domestic private de-
mand and, especially, external demand for exports) during

5

Note that the coefficients for USA are calculated using peak to
trough flows in billions of 1982 dollars, making them indirectly
comparable with coefficients for Peru.
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Peru’s market-based growth experience between the first quar-
ter of 1993 and the first quarter of 2010 (1993Q1-2010Q1).

The second section describes the data that will be used to
obtain empirical results. These data allow us to outline what
we tentatively and temporarily call the stylized facts regarding
the use of inventories. In principle, inventories serve to buf-
fer the effect of demand shocks on manufacturing operations,
although they can also be used for other objectives that would
explain the demoderation phenomenon in Peru. The third
section presents a conceptual framework with respect to pro-
duction and inventory decisions to provide a qualitative expla-
nation for the demoderation phenomenon. The fourth section
proposes a flexible nonstructural model to approximate the
dynamic asymmetric relations among GDP and inventories
and three aggregate demand sources, as well as a structural
model to decompose the covariance matrices of the last peri-
od in the sample (final period 7=2010Q1). The fifth section
describes the results in terms of conditional covariance and
impulse responses in an attempt to provide an explanation
forthe demoderation phenomenonin Peru. The sixth section
gives the conclusions.

2. DATAAND STYLIZED FACTS: AGGREGATE
FLOW OF INVENTORIES IN PERU

Data used in this study are taken from the Banco Central de
Reservadel Pertiand are available onits website underthe title
“Economic Statistics” at the following links: All Sets, Economic
Activity and GDP expenditure, at <https://estadisticas.bcrp.
gob.pe/estadisticas/series/trimestrales/pbi-gasto>. Figures
are originally expressed in real 2007 soles.

2.1 Aggregate Data of Inventory, Production, and Demand

Aggregate production and inventories of firms in an economy
will obviously respond to different types of demand shocks.
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Thus, aggregate demand excluding inventory investment
(AgDem) can be decomposed into:

1) real exports, goods and nonfinancial services (XDem);

2) publicsector: real consumption and investment, goods
and nonfinancial services (PuDem); and

3) private sector: real consumption and investment, goods
and nonfinancial services (PrDem).

Figure 1 illustrates the four-quarter average percentage varia-
tions of those three components, and this data transformation
will be used throughout the study.® To represent the scenario
itwasnotsufficient to use the variance of the aggregate AgDem:
fluctuationsin PuDem were aimed at offsetting those in PrDem
onseveral occasions (anticyclical policies) since the start of the
1990s (withaweak quantitative impact though), and since 1996
aimed to offset short term fluctuation in XDem (partiallyand at
theirdiscretion). Onlysince 2001, as comprehensive financial
constraints on the public sectorimposed during the economic
stabilization were lifted, the frequency of these more focused
countercyclical policies increased. These constraints consist-
ed of continuous fiscal efforts to build public revenues to en-
able more effective medium-term anticyclical policies, which
fostered alarger quantitative impact of fluctuations in PuDem
during the sharp fluctuation in XDem caused by the crisis in
the USAin 2007-2008.

Itis also important to consider two other endogenous vari-
ables: I)real calibrated balance of inventories (BInv), and 2)
real gross domestic product (GDP).

% One reason for not following the rules established in the litera-

ture for real cycles is due to the fact that data at levels contains
a significant measurement error component, while these vari-
ations have a very low signal-noise ratio. Thus, Section 3 only
provides a qualitative explanation that allows for structurally
interpreting the empirical results in Section 5.
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AGGREGATE DEMAND AND COMPONENTS
Four-quarter average percentage variations,
1991Q1-2010Q1
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Source: author’s calculations, using data at levels from the Banco Central de Reserva
del Pera.

Figure 2 shows the same type of variations for these two vari-
ables, together with those of AgDem. It can be seen that AgDem
and GDP grow at very similar rates. Meanwhile, the growth of
BInv remained relatively close to aggregate demand since the
reversal of the period of inventory overaccumulation at the end
of 19947 and until the end of 1998. Later, three overaccumu-
lations of growing magnitude are observed, the first ending

7 Thisepisode of overaccumulation reflected, at first, the recovery

of productionrecorded bythesuccess of the stabilization program
(inflation decreased drastically, although still at double-digit
levels), as well as the optimistic outlook for the economy before
the end of the internal war, in the second half of 1992.

154 Monetaria, January-June, 2018



INVENTORY STOCK, PRODUCTION AND AGGREGATE DEMAND
Four-quarter average percentage variations
1991Q1-2010Q1

1991 1993 1995 1997 1999 2001 2003 2005 2007 2009

.......... Blnv - = = GDP AgDem

Source: author’s calculations, using data at levels from the Banco Central de Reserva
del Peru.

at the peak of 2000Q2; the second at that of 2003Q2; and the
third at that of 2008Q1.*

Although only aggregate data is available for inventory in-
vestment, DInv, the increasing amplitude of BInv growth cycles
might be explained by the growing participation of goods-in-
process inventories in the whole DInv, particularly in tradi-
tional export sectors.

2.2 Stylized Facts for Aggregate Inventory Flows

The stylized facts on the relation between inventory invest-
ment, sales and production in Peru are presented similarly to

8 Thethird reversalreaches negative rates of around 12% between

20090Q4 and 2010Q1.
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in the literature on US inventories. We attempt to explain two
stylized facts: 1) why is production more or less volatile than
sales? and 2) why are inventory investment and sales not neg-
atively correlated??

Oneapproachtothesestylized facts comes from the uncon-
ditional sample moments of four-quarter average percentage vari-
ations, with quarterly frequency, of different GDP components
by type of expenditure (one subaggregate of which is aggre-
gate demand excluding inventoryinvestment, AgDem). Table 2
presentsthe mean and standard deviation of these changes, as
well as their correlations with inventory investment variation
(DInv) and calibrated inventory stocks (BInv)'" for two sample
subperiods: before and during the period following the inter-
national financial crisisarising from the US crisisin 2007-2008.

In terms of standard deviations, production in Peru is less
variable thansales (demand) forall AgDem components except
private consumption (in both subperiods). Might there be in-
centives to use inventories as abufferagainst positive demand
shocks and maintain smooth production growth?

Given the extreme values in the means and standard devi-
ations of DInv variation, the changes of calibrated inventory
stocks, BInv, isamore stable indicator. Thisis confirmed in its
correlationswith the variance ofall expenditure components.

Correlations with DInv variation reveal that variance in in-
ventoryinvestmentand sales (demand) are positively correlated

9 A third stylized fact emerges from recent improvements in the

quality of inventory investment statistics for developed countries:
The most volatile components of inventory investment are not
finished goods inventories of the manufacturing sector, but
rather its commodity inventories, as well as retail trade inven-
tories (see Blinder and Maccini, 1991).
1 High levels of volatility in inventory investment growth rates
in Table 2 justify such calibration (see Annex A) and explain
emphasis on the relations between growth rates of aggregate
production, aggregate demand and a calibrated sequence of
inventory stocks.
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in the period 1995-2007 for all components of AgDem except
exports. In period 2008-2010, they are negatively correlated,
except public consumption. Thessize ofall the correlations with
DInv variation is close to zero due to the large proportion of
noise present in Dinv.

Correlationswith the variation of BInv are more informative:
changesin calibrated inventorystocksand sales (demand) are
positively correlated in period 1995-2007 for all components
of AgDem except exports. Theyare also positively correlated in
period 2008-2010 except for public consumption. The magni-
tudes of this second group of correlations take values far from
zeroduetoaclearersignin calibrated stocks BInv (asmall pro-
portion of noise).

Why are variations of BInv and that of demand not negatively
correlated? Could there be additional incentives for accumu-
lating inventories at a higher rate than the minimum needed
to cover positive shocks in demand growth and thereby slow
or stabilize production growth?

If firms’ main incentive for holding inventories is to meet
positive shocks in demand growth and thereby smooth the
evolution of production in order to leverage complementary
opportunities such as, forinstance, lowinput prices, firmsare
said to be producing to build stocks. In this case, changes in
BlInv allow them to control supplyin response todemand fluc-
tuations. Nevertheless, successive periods with higher than
expected demand growth rates lead to increased production
to meet part of the unanticipated demand and even achieve
additional growth in BInv. This extraincentive forlarger Blnv
growth stems fromaneed toincrease anonfinancial asset that
offsets higher short-term borrowing incurred to cover produc-
tion when demand is growingjustin case thisdemand growth
reverts (successive periods with lower expectationsregarding
demand growth could have symmetric effects). Hence, Blnv
and production operate in a coordinated manner, but with
different periods, where BInv can be more than just the main
instrument for offsetting demand shocks over the short-term.
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Finally, although the stylized facts favor these hypotheses, it
is worth questioning their suitability. Should we consider the
description of those unconditional moments as a correct de-
scription of the stylized facts for the relations between aggre-
gatedemand growth, on the one hand, and growthin Blnv and
GDP, on the other? According to the variance decomposition
theorem, the conditional variance of an available data set is
less than unconditional variance. A more general theory sets
forth that conditional covarianceis different tounconditional
covariance (whichisalsovalid for the correlations). Therefore,
the unconditional moments can only provide a preliminary de-
scription. In thisregard, this paperaimstodetermine whether
the conditional moments of the data provide evidence for the
presence of the demoderation phenomenon in Peru.

3. GENERAL THEORETICAL MODEL
WITH HETEROSCEDASTICITY

Sensier (2003) presents a model that encompasses those of
Blanchard (1983), Blinder (1986), Eichenbaum (1989), Kahn
(1987), and Ramey (1991) based on the model of Callen et al.
(1990) and Cuthbertson and Gasparro (1993). Being I, avec-
tor of M levels of inventories held by a representative firm by
type of good k, for instance, if M =3, k=1 (finished goods); k=2
(work-in-progress) and k=3 (raw materials), denominated in
units of some finished consumer good that serves as a numer-
al. Moreover, the vector of functions for its corresponding de-
sired levels is defined as

e
+ - + -

persd )
where S, is the vector of sales in period ' of Mtypes of goods

(to the market and to the firm’s transfer pricing area), z/ isa

"' Itisfeasible tointerpret this function for desired inventory levels
in period tas dependent on sales in period ¢, whatever this level
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vector of technological change factors in period ¢ for inven-
tory control procedures for M types of goods, " is the finan-
cial-tax benefit of holding inventories as an asset'? in period ¢
and htS isavector of M standard deviations in period ¢ of the
prediction error (one period ahead) of each component of vec-
tor of sales §,, conditional to all data available up to current
period t. The signs under each variable suggest the direction
of dependence in comparative statics (Callen etal., 1990, and
Cuthbertson and Gasparro, 1993). The costs orlossesincurred
formoving awayfrom desired levelsare defined as the function

2] cl=ctu,-1),

thathasbeen named accelerator in the literature.” The physical
costofholdinginventories, which includes renting warehouse
space, maintaining asuitable environment for preserving the
qualities of the goods (for instance, refrigeration), transport
equipment upkeep and man-hours for operating it, among
others, is defined as the vector of functions

3] cr=C"(1,,9),

where 6 isthevector with M rates of depreciation (maximum
effective decrease allowed) of each good & held in the firm’s
inventories (forinstance, §/ isthe component corresponding

may be (including a predicted or expected level and elaborated
with data available in any previous period ¢—s, where s> 0). The
literature has typically considered it as dependent on expected
sales for period ¢ (see, for instance, Sensier, 2003; Cuthbertson
and Gasparro, 1993; Blinder and Maccini, 1991).

12 See Sensier (1993). Callen et al. (1990) treat it as a unitary fi-
nancial cost for holding inventories.

¥ For instance, the sum of quadratic terms corresponding to each

good k, multiplying each one by a coefficient 4, /2.
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to finished goods)." The cost of producing finished goods is
defined as the function

B ¢ =C"(w.R),

where v, is the marginal cost term that varies over time'® and
P, is the level of production.'® To simplify, from now on we
assume that a firm only holds inventories of finished goods
(It = Itf), meaning all the vectors mentioned previously in
this section are scalar.

The inventoriesrestriction establishesarelation between pro-
duction, sales, and finished goods inventory flows

B P =S,+Al/,

* In Blinder (1982, 1986a, 1986b) and Sensier (2003), C" is a
quadratic function in I/ without a constant and with coeffi-
cient ¢,/2 for the quadratic term. Eichenbaum (1989) use a
quadratic function, but with coefficient ¢, for the linear term
(that varies over time). Here the physical holding costs depend
on depreciation rates (that can vary over time).

5 In Eichenbaum (1989) it is a stochastic shock to the marginal

cost of producing P, in order for the model to encompass the

motive for production cost smoothing of Blanchard (1983) and

West (1990), such asforinstance ashock torelative factor prices.

In general, it can be any variable that affects afirm’s intertempo-

ral production decisions, such as financial or liquidity position

(Cuthbertson and Gasparro, 1993; Sensier, 2003) or a one step

ahead sales forecast error (Sensier, 2003 also uses production

forecasts in her estimates).

16 Tn Blanchard (1983), Eichenbaum (1989), Sensier (2003) and
West (1990), C isa quadratic functionin P, without a constant
and with coefficients v, for the linear terms and a/2 for the
quadratic term. If a is positive, marginal production costs are
rising and the model encompasses the production smoothing
motive of Blinder (1986a); if a is negative, the model includes
the case considered by Ramey (1991).
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thatisnormallyused to obtain totalflows (billed and unbilled)
of finished goods sales. The historic sequence of inventory
flows can be used to obtain inventory stocks, for instance, of
finished goods,

6 i =1/ )1/, + 1/,

i.e., an equation of perpetual inventories where §/ is the de-
preciation rate of finished goods inventories.

Under these assumptions, the firm maximizes the condi-
tional expectation of the present value of real benefit at time

¢, I1,, withrespect to the decision variable sequence, {I/;j} o’
j=
given predetermined variables [tf+/>1 and sequences of the best

I N *© . .
forecasts of {SH]-,ij NN AN }j:O for the whole period consid-

ered in the present value, [t,t +1,-++,00).

Et [Ht] E[Z?=Oﬁj {St+j _CA (Itjjrj _I* (Sl+j’ztl+j’n+j’h£ij))

~C" (14,67 )=C" (oS0 + AT, )}}

t+j° i+ i+j

where B is the discount factor and E,[.] = E, [.l Qt] is the con-
ditional expectation operator for full relevant data set €,
available fora firm at time ¢ when it is going to determine the
optimal sequence {I}{j }]_:O . We have assumed that the sales in-
come function is concave and that cost functions are all con-
vex, meaning the first order condition (Euler equation) is the
necessary and sufficient condition for an optimal."”

Eichenbaum (1989) solves this problem for a set of specific

parameters where the first order condition gives a necessary

7 This formula should include benefits stemming from all pro-
duction and financial operations conducted by a firm, or at
least those associated to different types of inventories. For in-
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and sufficient condition. After appropriate algebraic manipu-
lation, he obtains the condition for the optimal plan of inven-

tory stocks { ,+]-} _,»according to which:
=

1)

2)

3)

9)

3)

i\

I/ depends positively on expected future sales {St-’;/-}
: Inventories are held for production smoothing;

I/ dependsnegatively on currentsales S/: Because mar-
ginal production costsare increasing, thereisamargin
above which firmswould rather cover their saleswith in-
ventories than increase production;

I/ depends negatively on a current stochastic shock to
marginal production costs v, : When marginal produc-
tion costs are high, firms would rather meet current
saleswith currentinventories thanincrease production;

I/ depends positively on future shocks to marginal pro-
ductions costs {v;,; ;O:l : Firms would rather build up
inventories with current production when current mar-
ginal production costsarelow compared to future ones,
and therefore meet future sales out of those stocks of in-
ventories instead of future production; and

I/ depends negatively on the linear coefficients (pres-
entand future) of inventory holding costs, {61 H]-}

0 (see
note 14).

Formulating the problem of a representative firm assumes
thatthevariablesare stationary. Given that production and ag-
gregate salesare notstationary, the problem mustbe rewritten

stance, costs associated to the factors of production for work
in progress separated from finished goods, net benefits result-
ing from production operations for work-in-progress as well as
financial operations such as purchases-sales of raw materials
(the inventories restriction would be modified accordingly). The
simple specification in terms of real benefits avoids considering
the possibility for accounting part of the financial-speculative
activities the corporate sector may perform with different types
of inventories it holds.
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throughanappropriate normalization or alternatively by using
atwo-step approach proposed by Callen etal. (1990): I)propose
alinear cointegration relationship between the nonstationary
level of inventories and the determinants of a desired level of
inventories; and 2) use the cointegration error sequence to
minimize total costs ¢/ =C" +C/ for each period as a func-
tion of inventory stocks.

The theoretical framework provides a qualitative expla-
nation for the relation between the level of inventories and
its determinants, although as mentioned previously, we will
only use average percentage variations (var%) in the follow-
ing sections.'

4. PROPOSED VARNN-ARCH MODELS

Afamily of dynamic modelsare immune to heteroskedasticity
problemsand are appropriate for both the conceptual model of
the previous section and most models used in macroeconom-
ics, where the aim is for the conditional means to be correctly
calculated despite the presence of outliers and high variance
episodes (Hamilton, 2008).

4.1 Conditional Means

First, we describe the modelsto be estimated for the condition-
almeans. The first model for those momentsisatypical linear
multivalued function of VAR(K, p) models,

n yt = A() +A1yt—l+"'+A[)yt—p+gt = AO +E§:1Ajyt_j +gt,
8t| Qt—INN(O’Zt)’

8 Another justification for this can be found in the properties
of elasticities ¢, of a scalar function that depends on n vari-

n
n

ables, z, :z(x},...,x[ ), or var%sz, = Z(var%xf)si. The property is
i=1
applicable to any of the functions used under this theoretical

framework (including Euler conditions).
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where vy, E{ylt,ym,...,ym} and &/ E{slt,sgt,...,sm} are vectors of
K stationary variables, Q,_; = {yt'_l,y,'_Q,...,y{_[,} is the relevant
datasetand %, = |:G;7:| is matrix Kx K of conditional covari-

ances of period ¢ (o) = o’ for VAR(K,p) models).
The second group of nonlinear VAR models generalizes the
model of Equation 8:

ﬂ yt:A0+g(Qt71)+8t 8t|Qt—1~N(O’Zt)7

whereitis usual to postulate a specific nonlinear multivalued
function g(.), for instance, choosing (somewhat arbitrarily)
the smooth transition function, VSTVAR, or the self-excited
threshold function SETVAR (see Granger and Terdsvirta, 1993).

Instead of assuming a priori the knowledge of function
g(.), ahypothesis thatistaken asa premise in modern macro-
economics, here we employ a more general assumption: the
existence of unknown nonlinear patterns in the data. Hence,
we propose using flexible dynamic models (neural networks)
whose main property is precisely a high capacity for approxi-
mating those patterns in the data. In this context, we choose
anetwork architecture named multilayer perceptron (MLP)." Its
dynamic version (VARNN-perceptron or VARMLP) will be used
toobtainanapproximation (global) of the nonlinear multival-
ued g(.), the one thatbestadjusts to nonlinear patternsin the
data.? Accordingto thatarchitecture, thisis made possible by
combining a finite number of basic structured nonlinear H
functions in a multilayer graph,

9 See Dorffner (1996). This architecture of artificial neural networks
(ANN) are used in temporalseries (also known as feedforward ANN;
see Kuan and Liu, 1995).

20°A Taylor approximation requires a specific function and an
approximation point.
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m g(Q) =By +24 By (Q)= =B, (Ao,i + EﬁzlAi (j)yt—j )

where H units #; are denoted hidden units, each one of which
is a multivalued linear function ¥; whose components are
bounded functions.?!

4.2 Conditional Covariances

Second, we describe the family of models for the conditional
covariance matrices of the model we will finally estimate. This
is the family of multivariate ARCH models, of which the most
well-known are VECH, BEKK and exponential. The VECH mod-
elis the most general,

vech(Z,) = c+2}_ Cyvech(e,_ye/_, )+ 2] Bovech(Z,_,),

where using a vech operator (that stacks elements above and
below the square matrix diagonal) gives ¢ as a vector of or-
der [K(K+1)/2J><1 and {Ch} ,{Bk} are matrices of order

[K(K+1)/2]x| K(K+1)/2]. As mentioned in Ding and En-
gle (2001), their generality goes hand in hand with their re-
duced parsimony and the difficulty of imposing restrictions
that ensure asequence of positively defined matrices {Z,} (ex-
cept when imposing {C, } and {B,} diagonals).

The BEKK model is a restricted version of the VECH model
that generates a sequence of positively defined {Z,} matrices
byimposing a quadratic parameter structure,

2l Shachmurove (2002) mentions that a major advantage of ANNs
is their ability to analyze complex patters quickly with a high
degree of accuracy and without making assumptions about the
distribution of the data. Among the disadvantages are the fact
they tend to over-fit data and lack a standard structured method
for choosing, developing, training and evaluating an ANN.
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ﬂ I, =CC"+ ZleDh (8t—hgt,—h )D;l + ZzzlEth—kE;w

where C, {D,} and {E, } are matrices Kx K and only Cisalow-
er triangle. Engle and Kroner (1995) provide the conditions
by which a BEKK model encompasses all diagonal VECH mod-
els with asequence of positively defined matrices {Z, } and al-
mostall VECH models with a set of positively defined matrices
{Z,}. These conditions eliminate allredundant representations
(thatare observed as equivalent).

The possibility of asymmetries in conditional covariances
has been taken into account through two strategies. The first
imposes specific restrictions not necessarily substantiated
by the data (for instance, those proposed in Ebrahim, 2000;
see Annex B in Barrera, 2010) while the second, proposed by
Kawakatsu (2006), uses specific unrestricted parameterization,
which we will use to adapt the model for this study.

Kawakatsu (2006) proposesageneralization of the asymmet-
ric model of Nelson (1991) to the multivariate case that man-
ages to maintain the generality of the VECH representation
through an innovative parametric structure that generates a
sequence of positively defined {X,} matrices without the sen-
sitive simplifications of Ebrahim (2000). Using a VECH repre-
sentation, Kawakatsu (2006) proposes

U“h(log(zz )) —C= zfﬂct*gz—h + 22:1@** (|3z—h | - E{|5¢—h |})

+27 B, (vech (log(Zl,k )) —¢ ),

where log(Z,) is the matrix logarithm of X, vech(log(Z,))
and ¢, =vech(C) are vectors [K(K+l)/2}xl, Cis a sym-

metrical matrix Kx K and matrices {CZ}, {CZ*} and {Bk}

have dimensions [K(K+1)/2]><K, [K(K+l)/2]xK and
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|:K(K+1)/2:|X|:K(K + 1)/2], respectively. Matrices {C;*} cap-

ture the leverage effects in the conditional covariance process.

Usingthe matrixlogarithm transformation of the covariance
matrix (symmetrical) meansitis not necessaryfor log (X, ) tobe
positively defined (or to impose any condition). Applying the
exponential matrix (inverse) operation to that transformed
space givesa covariance matrix thatis symmetric and therefore
positively defined. This allows any dynamic to be specified for
this matrix, always generating a positively defined sequence
of {Z,} matrices.

If T'is the number of observations, where y, = {ylt,yQt ) .,th}
is the transposed vector of K variables and © is the column
vector of all the parameters, the normal multivariate condi-
tional density of y,| Q, , can be written as:

K 1 o
F (3] Q;:0)=(27) 2 £, 2 exp(—%(stzt 16}));

and log-likelihood function {, =31, is obtained, where
l, =log (1 QH;@)_ For comparison purposes, the contribu-
tion of observation tto this log-likelihood function is

15| l, =—%(Klog(?n)+log(|2t|)+gt’Z;let).

In the case of the exponential matrix model of Kawakatsu
(2006), this expression can be written as

16| l, = —%(Klog(?ﬂ)+logm(‘elo‘gm(z‘)‘)+8;(eZOgW(Z‘) )et )
Using the following exponential matrix and matrix loga-

rithm properties:

1) For all square matrix A, (eA )_1 ¢4,
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2) For all symmetrical matrix S, logm(‘es ‘) =traza(S).
We obtain

l, = —%(Klog(?ﬂ)+tmza(logm(2t))+£;(6710gm(2‘))8t)_

By adding the exponential matrix of Kawakatsu (2006) to
the proposed nonstructural modelling, which includes a mul-
tivariate Student’s ¢distribution, all the parameters are robust
to the presence of atypical observations without imposing spe-
cificrestrictions not necessarily substantiated by the data. This
model is estimated for the case of Peru with 65 quarterly data
forthe period 1994Q1-2010Q1.2* Al the variables are expressed
as four-quarter average percentage variations.

Estimation of the dynamic flexible econometric modelis feasi-
ble, despite computingrestrictions, if the over-parameterization
problemisaddressed. The latter is common in neural network
models and can reduce their usefulness for predictive purpos-
es. Annex B describes the maximum penalized likelihood method
forsolving this problem and the associated reduced number of
degrees of freedom.

4.3 A Contemporaneous Structure

We proposed a structural model for covariance matrix de-
composition for the final period ¢=T of the nonstructural
VARNN-ARCH model estimated (although the following discus-
sion is applicable to the covariance matrix of any period ¢).
Using decomposition AB, matrix (/-A) is triangular and ma-
trix B is dimension diagonal £ =5. Ordering of the structur-
al model Y, E{XDemt,PuDemt,PrDemt,BInvt,GDPt} should be
taken into account for interpreting its coefficients: The most

22 The possibility of including the period of high inflation and its
subsequent stabilization was rejected due to considerable fluctua-
tionsinrelative prices. With thelagsin conditional meansand lags

in conditional covariances, the estimated sample of conditional
covariances includes 41 observations (2000Q1-2010Q1).

170 Monetaria, January-June, 2018



exogeneous shocks correspond to those of the growth rates of
{XDemt , PuDem, , PrDem, } ,inresponse towhich follows the compen-
satory action of the shock to the growth rate of {Blnvt} (accord-
ingto prevailing incentives), all of which finally determines the
shockin the growth rate of {GDP,} .

Expected values orsigns of coefficients a; in the matrix (I-A)
come from the theoretical model described in Section 3. We pos-
tulate that there are contemporaneousrelationsamong shocks
to the three aggregate demand components: It is anticipated
that {PuDemt} fulfillssome type of compensatoryfunctioninre-
sponsetoshocksin {PrDemt} and {XDemt} (¢nverserelationsreflect-
edin positive coefficientsimmediately below the main diagonal
ofthe submatrix (1:3,1:3) of (I-A); see Table 3). Moreover, shocks
inallthree components affect firms’ inventoryand production
decisions. If a firm’s only incentive for holding inventories was
productionsmoothing, the contemporaneousrelations between
{Blnvt} and the three aggregate demand components would be
inverseand reflected in positive coefficients in the fourth row of

I-A). However, ifthere are additional incentives for increasing
}Blnvt}, these relations might be direct (negative coefficients in
said row). Furthermore, while production smoothing, GDP,} ,
would free it from demand shocks (coefficients in the fifth row
would be null), additional incentives would generate direct rela-
tions between supply shocks?® and all the rest (negative coeffi-
cients in that row).?*

# As mentioned in Section 3, production shocks encompass mar-
ginal costs shocks (for instance, in the relative prices of factors
of production) and technology shocks (investments that improve
capital assets), but also include shocks to production processes
(problems of logistics such as, for instance, cuts in energy sup-
plies for manufacturing or mining, or shortages in inputs such
as water for agricultural production, etc.).

# Section 2 does not mention that growth of {AgDeml} isaweighted
average of the growth of the first three components of the vector
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MATRIX (I-A)

Affect a structural Structural shocks of
shock in: XDem PuDem PrDem Blnv GDP
XDem 1 0 0 0 0
PuDem a,, 1 0 0 0
PrDem a,, a,, 1 0 0
Binv a, a, a, 1 0
GDP a5 A5 A5 a5y 1
5.RESULTS

From an econometric and statistical standpoint, it is worth
questioning the relevance of using such general assumptions,
performing statistical tests to validate the need for them, ei-
ther individually or jointly. The answer, however, should con-
sider the need tonestsimpler hypotheses within the proposed
model, a consideration that has proved hard to find in the lit-
erature consulted on the penalized likelihood (see Annex B).

The results of the proposed general observation tool that
imposesaminimum number of maintained assumptions (with
the additional cost associated with their estimation) are shown
below. Another significant product of this toolis the availabil-
ity of conditional covariances estimates (conditional varianc-
esindicate periods of greater uncertainty for each variable in
the model).

5.1 Nonstructural VARNN-ARCH Model

Figure 3 shows the conditional variance of four-quarter av-
erage percentage variations for each of the three aggregate

of endogenous variables.
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CONDITIONAL VARIANCES OF THE AGGREGATE DEMAND COMPONENTS,
INVENTORIES, AND PRODUCTION
2000Q1-2010Q1
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demand components, inventories, and production (i.e., units
are squared variations).

It can be seen that the conditional variances of PrDem and
GDP change over time, while that of BInv, PuDem, and XDem
appear as pseudo-constants due to the variation range of con-
ditional variances that clearly change over time.*

Conditional variances of PrDem and GDP tend to rise con-
temporaneously, standing out the more recent jumps in un-
certainty. Meanwhile, the sequence of conditional variances
for GDP tends to be smaller than the sequence corresponding

% These two wide ranges of variation could reflect the need to
separate quanta from relative prices inherent to original units
(1994 nuevos soles) for including them in larger sized models
(and difficult to estimate). In any case, all conditional moments
of the model estimated are so with respect to the small number
of included variables.
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to PrDem, whichreflects the existence of adegree of production
stabilization with respect to PrDem thatis attributable to inven-
torymanagementand is more noteworthyin the event of jumps
in the uncertainty of PrDem. As for pseudo constant condition-
alvariances over time, that of the PuDem is greater than that of
BInv,and thatoneisin turnlarger than that of XDem. Given that
these pseudo constants tend to be larger than the variances that
change over time (PrDem and GDP), production stabilization is
performed for each of those aggregate demand components.

Withrespectto the estimated conditional variance sequence
for AgDem,which hasbeenadded to the previous figures, we cal-
culated it based onthe conditional covariances submatrix of’its
three components (PrDem, PuDem, and XDem).

The conditional variance of AgDem confirms the possibility
that motivated thisstudy: Thatitissmaller than the conditional
variance of GDP (exceptin one quarter subsequent to the recent
period of maximum uncertainty) and with arelative magnitude
of around one to four (during the period of low lower uncer-
tainty). This result is in contrast to results obtained with un-
conditional variances (see Table 2), explained by the impact of
conditional covariances among their three components.

To conclude, aggregate management of inventories leads to
production stabilization through mechanisms that are reflect-
edinthe conditional covariances of variancesin all three com-
ponents of AgDem (PrDem, PuDem, and XDem). The evolution
of all 15 different entries in the conditional covariance matrix
(standardized) is presented in Annex C. Two out of the three
covariances that intervene in calculating AgDem variance are
negative, (PrDem, XDem) and (PuDem, XDem), which contrib-
utes to the sequence of the variance of AgDem being closer to
abscissa (see Figure 4).

Covariances (Blnv, PuDem) and (BInv, XDem) are negative,
reflecting expected inverse relations when there are no other
incentives for holding inventories except GDP smoothing. Co-
variance (PrDem, Blnv) is the only positive one, reflecting the
expected direct relations when there are additional incentives
for BInv growth.
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CONDITIONAL VARIANCES OF THE AGGREGATE DEMAND COMPONENTS,
INVENTORIES, PRODUCTION, AND INVENTORY INVESTMENT
2000Q1-2010Q1
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5.2 Structural VARNN-ARCH Model:
Contemporaneous Structure

Table 4 displays the coefficients estimated for the matrices of
AB decomposition of the conditional covariance matrix esti-
mated for the last sample period (7'=2010Q1). Note thatitems
below the diagonalin (/- A) have the opposite sign to those of
the corresponding items of A, while items different to zero in
matrix B (its diagonal) are shown as a column vector.

Allthe parameters estimated in the matrix (/- A) for period
Tofthe sample are statistically equal to zero, except the param-
eter that measures the positive impact of the PrDem structur-
alshock on GDP (-1.207 in the table). Estimates in period T of
thesamplereveal that the contemporaneousrelations between
BInvand AgDem components are statistically equal to zero.
Therefore, GDP growth smoothing is not the only incentive
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ESTIMATED CONTEMPORANEOUS RELATIONS
SpVARNN-ARCH with five variables

I-A
1 2 3 4 5
B XDem PuDem PrDem Blnv GDP
1  XDem 3.671 1.000
(1.985)

9 PuDem 5361  0.053  1.000
(1.679)  (0.123)

3 PrDem  $.332  0.059 (0.047)  1.000
(1.112)  (0.074)  (0.118)

4 Bl 4.040  0.044  0.172
(0.521)  (0.117)  (0.188)

5 GDP 1.822  (0.013)  (0.002)
(1.885)  (0.016)  (0.026)

0.076)  1.000

0.115)

1.207)  (0.008)  1.000
0.016)  (0.033)

~ o~ o~ o~

forincreasing Blnv in that period, meaning there are possibly
additional incentives for it. The only parameter statistically dif-
ferent from zero is consistent with the presence of additional
incentives, whichaccording to the macroeconomic context of
that period means that negative shocks in PrDem growth are
reflectedin decreasesin production growth measured in GDP.

On the basis of these contemporaneous relations we obtain
the response functions for any variable 7after a 1% change in
anyvariable j (impulseresponse functions), denotedas FRI[j — i].
Impulse response functions (IRF) were calculated as the differ-
ence between two projections that are not based on a station-
ary state: a projection with the structural shock from period
T, the last period of the sample, and a projection without this
shock (see Koop et al., 1996).
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The IRFs do not generally show asymmetries in the sign or
magnitude of shocks, although the scale of contemporaneous
impacts (responsesin period 7') dominate the scale of the rest
ofthesequence (responsesin periods 7+ A, 2+ 0). For thisrea-
son, IRFsare presented in 2x 2subgraph matrices: IRFsin the
firstrow include contemporaneous impacts, while thosein the
second row exclude them.2*

5.3 Impulse Responses in the PrDem

Figure b displays IRFs for estimated increases in BInv and GDP
after a shock of 1% in PrDem growth. This positive structural
shock in PrDem causes GDP growth to increase at the time of
impact, it falls soon after and then continues to decline slow-
ly towards zero. Meanwhile, Blnv growth increases upon im-
pact, continuesincreasing veryslowlyand then falls 10 quarters
ahead.

Considering the relative magnitudes, a positive structural
shockin PrDem growthisinitiallyabsorbed byasharpincrease
inthe GDP growth and aslightincrease in BInv growth (which
is followed by a delayed smaller decrease 10 quarters ahead).
This behavior is in disagreement with simple intuitive inven-
tory management, but consistent with additional incentives for
raising the growth of Blnv, such as lags in the adjustment of
the aggregate production process and induced price chang-
es that maximize private profits (high current prices with re-
spect to the marginal production costs of stocked goods, not
necessarily finished goods).

The model estimated captures here the episodes where in-
ventoryinvestment amplifies the response of GDP to large neg-
ative demand shocks (during the recessive phases of Peru’s

% The first row of graphs includes the value of the coefficient cor-

responding to the estimated contemporaneousimpact in matrix
A (Table 4), which is typically greater (in absolute value) than
the contemporaneous impact in the corresponding IRF due to
the way it was calculated.
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IMPULSE-RESPONSE FUNCTIONS FOR ESTIMATED INCREASES IN BINV
AND GDP AFTER A SHOCK OF 1% IN PRDEM GROWTH
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economy since the start of the 1990s, particularly the most
recent one), the demoderation phenomenon mentioned in Sec-
tion 1.

Limitations to inventory statistics in Peru? make it nec-
essary to postpone a strict comparison of a new hypothesis

7 Barrera (2009) employs 12-month average percentage changes
to date the phases of business cycles in Peru’s economy with
monthly periodicity. Using those units avoids problems for mea-
suring real monthly levels, making the monthly dates for peaks
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expounded in the literature that the recent international cri-
ses explain most of the recent fluctuations in the inventory cy-
cle (especiallyin exportable primary products) and therefore
in the activity of an increasingly globalized economy such as
Peru’s (see Alessandria et al., 2010).?® This paper provides in-
direct evidence to support this hypothesis.

5.4 Impulse Responses in PuDem

Figure 6 displays IRFs for the estimated growth in Blnv and
GDP afterashock of 1% in PuDem growth. In response to a posi-
tive structural shockin PuDem growth, BInv growth fallsupon
impactand subsequently remains unchanged untilitincreas-
es 10 quartersahead. On the other hand, GDP growth increas-
es upon impact, then rises very slightly and falls lightly after
which it exhibits a series of small falls and rebounds with the
zero line as a ceiling.

Given therelative magnitudes, anincrease in PuDem growth
isabsorbed by a significant fall in BInv growth and a small in-
crease in GDP growth. The tendering process associated with
government expenditure, very different on aggregate from the
private expenditure process, can explain this behavior more
in line with intuitive inventory management, but opposite to
that resulting from a shock in PrDem (of the same sign).

and troughs more robust. Given those dates, if the coefficients
(inventory investment) /GDP of recessionary phases in Peru are
calculated using real quarterly flows in millions of 1994 soles,
only the coefficient corresponding to the recession between De-
cember 1997 and August 1999 (1997M12-1999M8) will be valid.
Disaggregating inventoryinvestmentinto its typical components
(inputs, work-in-progress and finished goods) is not feasible
with data for Peru, and even less so with its external trade com-
ponents (exports, imports and nontradeable goods). The latter
disaggregation is used by Alessandria et al. (2010) for USA.

28
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IMPULSE-RESPONSE FUNCTIONS FOR ESTIMATED INCREASES IN BINV
AND GDP AFTER A SHOCK OF 1% IN PUDEM GROWTH
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5.5 Impulse Responses in XDem

Figure 7 displays IRFs for the estimated growth in Blnv and
GDP afterashock of 1% in XDem growth. In response to a posi-
tive structural shockin XDem growth, BInv growth falls upon
impact and then remains unchanged until it increases mar-
ginally 10 quarters ahead. Meanwhile, GDP growth decreases
almost unnoticeablyand subsequently posts aseries of modest
increases and decreases.
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IMPULSE-RESPONSE FUNCTIONS FOR ESTIMATED INCREASES IN BINV
AND GDP AFTER A SHOCK OF 1% IN XDEM GROWTH
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Given therelative magnitudes, anincrease in XDem growth
isabsorbed byafallin BInv growth aswell asan imperceptible
drop in GDP growth. With respect BInv growth, the response
is qualitatively similar to the response to a positive structural
shockin PuDem, meaningitisnot possible toreject that the way
sales of goods and services are conducted abroad has similar
effects to those that stem from the way sales are made to the
federal government on aggregate inventory management. In
both cases, the magnitude of responsesin GDP growth reflects
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the fact that GDP growth is not the main adjustment channel.
Nonetheless, decreasesin GDP growthinresponse to the shock
in XDem can be understood as the impact of mining produc-
tion dynamics (where production is reduced when external
prices are high).

5.6 Observations

IRF calculations employa projection without ashock thatis not
based on a stationary state. A comparison of this projection
with the recent execution of aggregate demand components
for the 2010Q2-2010Q4 (out of sample) was not encouraging,
reflecting that the propagation of shocks during the last two
years point to a scenario of an economic slowdown in the me-
dium term.

IRF patterns do not follow a smooth transition as in the
over-parameterized linear VAR models. For instance, those
for BInv are reflected upon impact as well as 10 quarters after
the shock toany component of AgDem (although with different
signs), which is explained by different ways for contracting or
demanding goodsand services.? Thislack ofasmooth transi-
tion is normally obtained when exclusion restrictions are im-
posed (parsimony) on the parameters of a linear VAR model
(see Lutkepohl, 2005). It could also result from the penalized
log-likelihood (see Annex B) used when parsimoniously esti-
mating a VARNN-ARCH model.

29 Another explanation is that mechanisms associated to aggre-
gate inventory management are not reflected so much in their
conditional means (that serves to quantify them) as in their
conditional second moments. In structural terms, more compre-
hensive inventory management includes risk factors associated
to profits and losses. In econometric terms, it is possible that
maximization of the penalized log-likelihood reflects the domi-
nance of changes in the conditional covariance matrix over the
quadratic errors of the conditional mean vector.
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Finally, the absence of asymmetries in shock response with
different signs or magnitudes might be a preliminary but ro-
bust result. Optimization of the penalized log-likelihood of a
neural network model (see Annex B) is equivalent to a learn-
ing process, and this could be lengthy. Due to computing time
restrictions, the optimization must be truncated after alarge
number of iterations, without the network having detected
asymmetries. However, the ¢-Student distribution allows for
discarding spurious asymmetries in conditional means, mak-
ing it possible to state that the neural network has still not de-
tected asymmetries in the data because they are not evident.

6. CONCLUSIONS AND OUTLOOKS

This paper econometrically approximates the potentially sig-
nificant nonlinear effects (asymmetries) that inventory man-
agement exerts on production dynamics considering that its
volatility varies over time. To that end, we decompose aggre-
gate demand into three components (domestic public, domes-
tic private and external).

The mostimportantresultsare shown in terms of condition-
al covariances. Covariances (Blnv, PuDem) and (BInv, XDem)
are negative, reflecting the expected inverse relations when
there are noincentives for holdinginventories except produc-
tion smoothing. Covariance (BInv, PrDem) is the only positive
one, reflecting the expected direct relation when there are ad-
ditionalincentives besides smoothing GDP growth. In terms of
contemporaneous relations, the only parameter statistically
different from zero is consistent with the presence of such ad-
ditional incentives. This parameter indicates that a positive
shock in PrDem will be mainly absorbed by a more than propor-
tional increase in the production rate shock, meaning there is
an amplifier effect (demoderating) of demand shocks on the
evolution of production that is explained by the inventory cy-
cle.Infact, some of this faster production rate will be used for
increased inventory accumulation, which will probably allow
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for maximizing profits when current prices are high with re-
spect to the marginal production costs of stocked goods.

Another incentive for holding inventories stems from the
need tohaveanonfinancial asset thatallows for offsetting short-
term borrowingincurred to cover production when demand is
growinginthe eventsuchincreased demand reverts. Precisely,
given the symmetry found in IRFs, a negative shock in PrDem
will be offset mainly by a slower rate of production, as well by
decreasesinthe growth of inventorystocks (although toaless-
er extent). Thisresult mightbe consistent with inventory man-
agement that takes into account lags in the adjustment of the
aggregate production process, as well as changes induced in
prices thatmaximize private profits, particularlywhen current
pricesare high compared to the marginal production costs of
stocked goods (not necessarily finished goods). In thisregard,
there areindications that the amplifier effect (demoderating)
could be explained by the inventory cycle of raw materials or
work-in-progress (although we do not have the data to prove
this more specific hypothesis).

The model estimated partly captures episodes around the
turning points of GDPin which inventoryinvestment amplifies
theresponse of GDP tolarge demand shocks. This paper, there-
fore, providesindirect evidence tosupport the hypothesis that
recentinternational crises mostly explain recent fluctuations
in the inventory cycle (especially for commodity exports) and
thereforein the activity of an increasingly globalized economy
such as Peru’s (see Alessandria et al., 2010). This would pro-
visionally explain the demoderation described in Section 1,
particularly in the average incidence of inventory investment
growth on real GDP growth during four recently observed re-
cessions in Peru (before that generated as a consequence of
the US crisis in 2007-2008; see Table 1).

Thereis clearlyaneed toinclude other potentially relevant
variables (some of which are notavailable for Peru’s economy,
such as disaggregated inventory investment in raw materials,
work-in-progress and finished goods). Given the absence of
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such disaggregated data, the results of this inventory invest-
ment modelwithaggregate dataregarding production stabili-
zation could represent a reference for more complete models
thatmanage toinclude inventories of work-in-progress and raw
materials (separate from finished goods) in conditional cova-
riance index modelling. Thiswould provide more appropriate
evaluation of production stabilization in terms of conditional
second moments, as well as an improvement in the capability
of representing the structure of relationships in conditional
means and, therefore, in the model’s predictive capacity.

ANNEX

Annex A. Aggregate Stock of Inventories according
to the Perpetual Inventory Method

In Peru’s experience, shifts in inventory investment have con-
tributed (amplified) recessionary phases since the start of the
1990s. With the US financial crisis (2007-2008), this amplifi-
cation is more noteworthy, unfolding a demoderation phe-
nomenon in contrast to the Great Moderation observed in the
business cycles of the US economy (see introductorydiscussion).
In any case, highlyvolatile inventory investment growth rates
in Peru (see Table 2 in the main text) reveals the need for us-
ingacalibrated series ofaggregate inventorystocksinstead of
aseries of changes in inventory.

This annex explains the assumptions employed for cali-
brating a series for the aggregate stock of inventories. This is
obtained based oninventorychanges datathrough two quanti-
tative assumptions: /)initialinventorystocksand 2)the depre-
ciationrate. Figure A.1 presents aset of alternative sequences
withinitial stocks of between 2,000 millionand 13,500 million
1994 soles for the first quarter of 1990, as well as quarterly de-
preciation rates of between 0.0% and 3.6% (arate of 2.4% cor-
responds to that of physical capital that depreciatesin 10years).
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All these inventory stock sequences indicate that, before
the international crisis of 2008 affected most economies in
the region (2008Q3), Peru had been registering significant
inventory accumulation that reached a peak in 2008Q4, just
after the initial impact of the crisis was perceived in financial
variables such as the exchange rate and interest rates (August
2008). In terms of inventory stocks, the impact of the crisis is
evident since the start of 2009 in the form of an unprecedent-
ed deaccumulation in the available sample (19900Q4-2010Q1).

All deaccumulations associated to the financial crises of
1995, 1998-1999 and 2001 appear small in size and generally
affect the evolution of inventory stocks cumulatively, for in-
stance, when assuming a depreciation rate higher than that
for physical capital (forinstance, witha quarterly rate of 3.6%)
and 2,000 million or 4,500 million of initial stock. If we wish
to reduce the preponderance of the sharp accumulation and
later deaccumulation of inventories associated to the inter-
national crisis of 2008 in the sample, the initial stock can be
raised slightly to above 5,000 million, which would be quali-
tatively compatible with high inventory levels expected to be
registered at the start of the 1990s.%° This paper explicitly ad-
dressesthe conditionality of all the resultswith respectto these
two quantitative assumptions: I)initial inventorystockand 2)
depreciation rate.™

0 Fujino (1960) refers to high levels of inventory stocks of finished
goods asapercentage of demand in some Japanese industriesin
1950 or 1951 due to speculation under the setting of the Korean
war (June 1950 to July 1951). Japan provided military, logistical
and medical support to the allied forces led by USA.

The results shown use a calibrated sequence of inventory stocks
that assumes an initial balance of 2,000 million 1994 nuevos
soles and a null depreciation rate (perpetual inventories).

31
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Annex B. Estimation via Penalized Maximum Likelihood

Estimation of multiple time series models typically finds the
problem of over parameterization unsurmountable. The usu-
al strategies for tackling this problem have been elimination
algorithmswith stepwise and a data criteriasequence, thereby
achieving parsimonious models.

Based on statistical applications to penalized regression
problems in chemistry and biology (molecule and geno-
type structures), the literature on parameter shrinkage has
re(emerged); in it a penalization function in them, is includ-
ed which is added to the function that typically optimized in
parameter estimation (GLS, GMM or MV).*

Inthe case of MV estimation, the loss function minimized is
the negative oflog-likelihood, whichwe denoteas L(0) , where
0 is a parameter vector. In a system with multiple variables,
this vector 8 can be decomposed into two blocks: intercep-
tors a and all other parameters 3, to define the penalized
loss function as

.1 g(0)="L(0)+F,(B),

where P, () isone of the three penalized functions available
in the literature (see McCann and Welsch, 2006, and Ulbricht
and Tutz, 2007) thatdepend ontuning parameters 4, (positive):

% The typical MCO estimator minimizes SSE(B) = (y—x/;) (y—x[;).
To avoid a potential problem of multicollinearity, the ridge
estimator f=[xx+AQ] xy was devised to minimize
SSER(B) = SSE(B)+M§’QB, where Q should be a positively de-
fined arbitrary matrix and 4 >0 so the MCO estimator regularizes
(see Firinguetti and Rubio, 2000, for references and a gener-
alization). Returning to our context, a parsimonious estimator

belongs to this same family of estimators because Q=1 obtains
the penalized version of SSE(ﬁ).
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1) Lasso or LI (strong zeros; Tibshirani, 1996),
P, (B)=2AZL B

2) Ridge or L2 (against over-parameterization),

P, (ﬂ) =A2L ﬂzz
3) Elasticnetwork (LIand L2), P, (B)=4 XL, |B|+ A XL, B

The mostdirectreason for optimizing this newloss function
is clearly that of estimating the parameters at the same time as
selecting the specification (Fan and Li, 1999). This model se-
lection is apparently more direct than the alternative of per-
forming a series of hypothesis tests. Nonetheless, the main
motivation is to reduce the mean squared error (MSE) of the
sample. One well-known econometric result is that the MV es-
timator over-estimates the length of the true parameter vector
when the regressors are not orthogonal amongst each other,
causing significant bias in the MV estimator. Minimizing this
biasled to the family of ridge estimators (see Fombyetal., 1984,
pp- 300-302 and references), specifically an MV estimator with
restrictions or penalties.

However, similarly to the ridge family of estimators (see
note 29), itis necessary to determine tuning parameters 4 >0
through a set of estimations for different values of A.*

B.1 Tuning A Parameters in VARNN-ARCH Models

We define the estimator we will use as

B.2) B(A)Eargmin{g(H)}.

* The complexity of the resulting optimization problem for each
fixed value of A is considerably greater, meaning addressing it
various timestofillagrid and therebyselect the tuning parameters
(and associated B parameters) is extremely costly in computa-
tional terms. For the simple case of a lasso regression, a group
of algorithms has been proposed (see Wu and Lange, 2008).
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Tuning parameters A are basically Lagrange multipliers and
are usually determined in such way that the asymptotic mean
squared error (MSE) of estimator (A # 0) isless than the asymp-
toticvariance of the estimator of MV, 6 (l = 0). Thisdetermina-
tion is direct in a simple problem such as a linear regression,
but generallyrequires, in the case of the elastic network, asearch
algorithminan R?, meshwith simulation at each point ofit, a
procedure too computationally costly fora VARNN-ARCH model.

The alternative is to define its optimization as a weak appren-
tice,i.e., (4,4, ) withlarge values to force small changes in each
maximum likelihood iteration and thereby obtain more stable
estimates (Ulbricht and Tutz, 2007).** The advantage of this
likelihood penalization is that neural network training and
pruningis performedin parallel, meaning the neural network
canadapt for minimizing errors associated with pruning (see
Reed, 1993). This alternative was the first to be used for a VAR-
NN-ARCH model, without managing to converge after a large
number of iterations.

Afterforcing verysmall changes with large valuesfor (4;,4, ),
we used ad hoc values based on the proposals of Fan and Li
(1999),i.e.,

B.3] 2, = \21og (nparam),

where nparam isthe totalnumber of 6 parametersinthe model.
This strategy did not manage convergence for an even higher
number of iterations (three million). The results reported in
this version of the paper use nonstructural parameters of the
VARNN-ARCH estimated using this strategy.

# In fact, the nonlinear classification problems that are typical
applications of neural networks, optimization of the objective
function L(G) is established around a set of desirable values,

defining these regularization penalties and fixing parameters
(A4,,4;) through other criteria. See Jaakkola (2006).
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B.2 Alternative to a Single Tuning Parameter

Finally, results were obtained with the truncated maximum
(reaching the maximum number ofiterations without converg-
ing) of the penalized likelihood function for a lasso function
using the value of the previous equation for the single tuning
parameter. These results have allowed for estimating the pro-
posed contemporaneous structure and performing provisional
tests on it (they would not be provisional if the required con-
vergence had been achieved), which has been reflected in a
lack of accuracy of the projections generated. Although con-
vergence hasnotbeen produced after a prohibitive number of
iterations, in this subsection we present an alternative tuning
strategy proposed by Wang et al. (2007).

Wang etal. (2007) propose discarding the lasso penalty with
asingle tuning parameter due to the potentially significant bias
itgeneratesand using multiple tuning parameters, infact, one
for each parameter of the unpenalized likelihood function.

m 5 = log(npamm)

nparaml,

Greater parametric complexity in the penalization func-
tion proposed in Wang et al. (2007) is addressed through a
profitable strategy for estimating in a first stage all the tuning
parameters for optimizing the unpenalized likelihood, and
then usingsaid estimatesin asecond stage of penalized likeli-
hood optimization. Another advantage of this strategyis that
itsolves the problem of alack of asymptotic characteristics re-
quired for performing statistical tests when there is only one
tuning parameter.
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Annex C. Evolution of Conditional Covariances (Standardized)
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